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Abstract. A bipartite graph is said to be biprimitive if its bipartition preserving
automorphism group acts primitively on each part of the graph. In this paper, a
complete classification is given for biprimitive edge-transitive pentavalent graphs. In
particular, it is proved that, up to isomorphism, there exists a unique biprimitive
semisymmetric pentavalent graph, which is the incidence graph of a generalized hexagon
of order (4, 4).
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1. Introduction

In this paper, all graphs are finite without loops or parallel edges, all digraphs are
finite without parallel arcs, and all groups are finite.

Let Γ = (V,E) be a graph with vertex set V and edge set E, and denote by Aut(Γ )
the (full) automorphism group of Γ . An arc in Γ is an ordered pair of adjacent vertices.
The graph Γ is called vertex-transitive, edge-transitive or symmetric if Aut(Γ ) acts
transitively on V , E or the arc set of Γ , respectively. If Γ is regular and edge-transitive
but not vertex-transitive then Γ is called a semisymmetric graph.

Let Γ = (V,E) be a connected bipartite graph with bipartition (U,W ), that is, V is
partitioned into two independent sets U and W . We call each of U and W a part of the
graph Γ . Denote by Aut+(Γ ) the bipartition preserving automorphism group of Γ , that
is, Aut+(Γ ) = {g ∈ Aut(Γ ) | U g = U}. Then the graph Γ is said to be biprimitive if
Aut+(Γ ) acts primitively on both U and W .

The first classification result on biprimitive edge-transitive is given by Ivanov and
Iofinova [15]. Appealing to the amalgams of edge-transitive cubic graphs obtained by
Goldschmidt [14] and the classification of primitive groups with a subdegree 3 obtained
by Wong [36], Ivanov and Iofinova classified biprimitive edge-transitive cubic graphs.
Recently, Li and Zhang [23] classified biprimitive edge-transitive tetravalent graphs,
based on their classification of finite primitive groups with solvable point-stabilizers [22].
Motivated by these works, we aim to classify biprimitive edge-transitive graphs of some
special valencies. In this paper, we first classify biprimitive edge-transitive pentavalent
graphs. The following is the main result of this paper.

Theorem 1.1. Let Γ be a connected bipartite pentavalent graph, and G 6 Aut+(Γ ).
Assume that G acts primitively on both parts of Γ and acts transitively on the edge set
of Γ. Then one of the followings holds, where p is a prime.
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(1) Γ is isomorphic to the complete bipartite graph K5,5.
(2) Γ is isomorphic to the graph G(2p, 5) constructed as in [5], Aut(Γ ) ∼= PGL2(11)

for p = 11, and Aut(Γ ) ∼= Zp:Z10 for p > 11, where p ≡ 1 (mod 5).
(3) Aut(Γ ) ∼= (Z3

5:S5):Z2, and Γ is unique up to isomorphism.
(4) Γ is isomorphic to one of the graphs described as in Example 7.2; more precisely,

(i) Γ ∼= BCay(Z2
p, S−1,b) and Aut(Γ ) ∼= (Z2

p:D10):Z2, where p ≡ ±1 (mod 5) and

b = −1−
√

5
2
∈ Zp; or

(ii) Γ ∼= BCay(Z4
p, S−1) and Aut(Γ ) ∼= (Z4

p:S5):Z2.
(5) G is an almost simple group, Aut(Γ ) ∼= Aut(G), and Γ is isomorphic to one of

the graphs described as in Example 5.9.
(6) G is an almost simple group, and Γ is isomorphic to one of the graphs described

as in Theorem 6.5.

In particular, Γ is semisymmetric if and only if Γ is isomorphic to the incidence graph
of a generalized hexagon of order (4, 4), which is included in part (5).

2. Orbital digraphs and standard double covers

Let U be a nonempty finite set, and let ∆ be a subset of U×U . The pair (U,∆) is called
a digraph with vertex set U , while the elements in ∆ are called arcs. (Note, loops, arcs
of the form of (u, u), are allowed in the digraph (U,∆).) Set ∆∗ = {(v, u) | (u, v) ∈ U}.
Then (U,∆∗) is also a digraph, called the paired digraph of (U,∆).

For a digraph Σ = (U,∆), the standard double cover of Σ, denoted by Σ(2), is defined
as the bipartite graph with vertex set U×Z2 and edge set {{(u, 0), (w, 1)} | (u,w) ∈ ∆}.
It is easy to check that each g ∈ Aut(Σ) induces an automorphism of Σ(2) as follows:

g̃ : U × Z2 → U × Z2, (u, i) 7→ (ug, i).

Thus Aut(Σ(2)) contains a subgroup isomorphic to Aut(Σ). For convenience, we some-
times identify Aut(Σ) with a subgroup of Aut(Σ(2)). Define a map as follows:

ι : U × Z2 → U × Z2, (u, i) 7→ (u, i+ 1).

Then it is easily shown that ι is an isomorphism from Σ(2) to the standard double cover
of (U,∆∗). We have the following lemma.

Lemma 2.1. Let Σ = (U,∆) and Σ1 = (U,∆∗) be paired digraphs. Then ι is an

isomorphism from Σ(2) to Σ
(2)
1 . In particular, if ∆ = ∆∗ then ι ∈ Aut(Σ(2)) and

Aut(Σ(2)) > G̃× 〈ι〉, where G̃ = {g̃ | g ∈ Aut(Σ)}.

For a group G and subgroups K 6 H 6 G, denote by NG(K) the normalizer of K in
G, and by Aut(G,H,K) the subgroup of Aut(G) fixing both H and K.

Lemma 2.2. Let G be a transitive permutation group on U , u,w ∈ U , H = Gu and
K = Guw. For x ∈ NG(K), define ∆x = {(u, ux)g | g ∈ G} and Σx = (U,∆x). Assume
that δ ∈ Aut(G,H,K). Then the following map

δ̃ : U × Z2 → U × Z2, (ug, i) 7→ (ug
δ

, i)

is an isomorphism from Σ
(2)
x to Σ

(2)

xδ
, where x ∈ NG(K). In particular,

(1) if (Kx)δ = Kx then δ̃ ∈ Aut(Σ
(2)
x );
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(2) if (Kx)δ = Kx−1 then δ̃ι ∈ Aut(Σ
(2)
x ).

Proof. Noting that U = {ug | g ∈ G}, it is easily shown that δ̃ is a bijection. For
ug0 , ug1 ∈ U , we have

(ug0 , ug1) ∈ ∆x ⇔ (u, ug1g
−1
0 ) ∈ ∆x ⇔ g1g

−1
0 ∈ HxH

⇔ (g1g
−1
0 )δ ∈ HxδH ⇔ (ug

δ
0 , ug

δ
1) ∈ ∆xδ .

It follows that δ̃ is an isomorphism from Σ
(2)
x to Σ

(2)

xδ
. If (Kx)δ = Kx then we have part

(1). Noting that Σx and Σx−1 are paired digraphs, by Lemma 2.1, we get part (2) of the
lemma. This completes the proof. �

Assume that G is a transitive permutation group on U , and ∆ is a G-invariant subset
of U × U . Then we have a G-vertex-transitive digraph (U,∆). If ∆ is a G-orbit then
∆ is called an orbital of G, and the digraph (U,∆) is called an orbital digraph. For a
G-orbital ∆ and u ∈ U , we have a Gu-orbit ∆(u) = {w | (u,w) ∈ ∆} on U , which is
called a suborbit of G at u. If ∆(u) is a suborbit then ∆∗(u) is called its paired suborbit,
and ∆(u) is called self-paired if ∆(u) = ∆∗(u), i.e. ∆∗ = ∆.

Clearly, the set ∆x defined as in Lemma 2.2 is an orbital of G, and so ∆x(u) = {uxh |
h ∈ H} is a suborbit of G at u. For primitive permutation groups, by [11, Lemma 2.1],
we have the following lemma.

Lemma 2.3. Let G be a primitive permutation group on U , u ∈ U and H = Gu.
Suppose that H has a maximal subgroup K with index k > 1 such that H 66 NG(K),
and all maximal subgroups of H with index k are conjugate in H. For each x ∈ NG(K),
set ∆x(u) = {uxh | h ∈ H}. Then, for x, y ∈ NG(K) \K, the followings hold.

(1) ∆x(u) is a suborbit of length k, and it is self-paired if and only if x2 ∈ K.
(2) ∆x(u) = ∆y(u) if and only if yx−1 ∈ K, i.e. Kx = Ky.
(3) ∆x(u) and ∆y(u) are paired suborbits if and only if yx ∈ K, i.e., Kx−1 = Ky.

Moreover, if ∆(u) is a suborbit of length k then ∆(u) = ∆x(u) for some x ∈ NG(K)\K.

A regular graph Γ = (V,E) is called G-semisymmetric for some subgroup G 6 Aut(Γ )
if G acts transitively on the edge set E but not on the vertex set V . It is well known
that G has two orbits on V , which are independent sets and form a bipartition of Γ .

Let Σ = (U,∆) be a G-orbital digraph, and identify G with the subgroup of Aut(Σ(2))
induced by G. Then Σ(2) is G-semisymmetric and, for (u, 0), (w, 1) ∈ U × Z2, the
stabilizers G(u,0) and G(w,1) are conjugate in G. Conversely, the following lemma holds.

Lemma 2.4. Let Γ = (V,E) be a G-semisymmetric graph of valency k > 2. Let
{u,w} ∈ E, and let U = {ug | g ∈ G} and W = {wg | g ∈ G}. Assume that G acts
faithfully on both U and W , and the stabilizers Gu and Gw are conjugate in G. Then Γ
is isomorphic to the standard double cover of some G-orbital digraph on U .

Proof. Clearly, V = U ∪W and U ∩W = ∅. Noting that Gug = Gg
u, since Gu and Gw

are conjugate, we choose u0 ∈ U such that Gu0 = Gw. Noting that |Gu : Guu0| = |Gu :
Guw| = |Γ (u)| = k > 2, we have u0 6= u. Then u0 lies in a Gu-orbit ∆(u) on U , and

|∆(u)| = |Gu : Guu0 | = k.
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Let Σ be the orbital digraph of G associated with ∆(u). Define

φ : V 7→ U × Z2, u
g 7→ (ug, 0), wg 7→ (ug0, 1).

It is easily shown that φ is an isomorphism from Γ to Σ(2). Then the lemma follows. �

Let R be a finite group, and S be a subset of R. Define a digraph Cay(R, S) with
vertex set R such that (x, y) is an arc if and only if yx−1 ∈ S. The digraph Cay(R, S) is
called a Cayley digraph of R, and the standard double cover of Cay(R, S), denoted by
BCay(R, S), is called a bi-Cayley graph of R. Clearly, BCay(R, S) is of valency |S|. By
[10, Lemmas 2.3 and 2.5] and [28, Lemma 1.3], the following lemma holds.

Lemma 2.5. Let Γ = (V,E) be a connected bipartite graph of valency k with bipartition
(U,W ). Assume that Aut(Γ ) contains a subgroup R which is regular on both U and
W . Then Γ ∼= BCay(R, S) for some S ⊆ R with |S| = k and R = 〈S〉. Moreover, S
may be chosen to contain the identity 1 of R. If R is abelian then BCay(R, S) has an
automorphism ε̃ι, where ε ∈ Aut(R) such that xε = x−1 for all x ∈ R; in particular,
Aut(Γ ) contains a regular subgroup on V .

Lemma 2.6. Let Γ = (V,E) be a connected G-semisymmetric graph of valency k > 1
with bipartition (U,W ). Assume that G acts faithfully on both U and W , and G has a
normal subgroup R which is regular on both U and W . Let {u,w} ∈ E. If Gu and Gw

are conjugate in G then Γ ∼= BCay(R, S), where S is a Gu-orbit on R by conjugation.

Proof. Assume that Gu and Gw are conjugate in G. By Lemma 2.4, we may assume that
Γ = Σ(2), where Σ is a G-orbital digraph on U . As a subgroup of Aut(Σ), the group G
contains a regular normal subgroup R. Then Σ is isomorphic to a Cayley digraph of R,
refer to [37, Proposition 1.2]. Up to isomorphism of digraphs, we let Σ = Cay(R, S). Let
u be the vertex corresponding to the identity 1 of R. Then, by [37, Proposition 1.3], S
is a Gu-orbit on R by conjugation. Thus the lemma follows. �

3. On the stabilizers

In this section, we assume that Γ = (V,E) is a connected G-semisymmetric pentava-
lent graph, where G 6 AutΓ . Let U and W be the G-orbits on V .

Since Γ has valency 5, we have 5|U | = |E| = 5|W |, and so |U | = |W |. Thus, for
u ∈ U and w ∈ W , we have |G : Gu| = |G : Gw|, and so |Gu| = |Gw|. For v ∈ V , denote

by G
Γ (v)
v the permutation group induced by Gv on Γ (v). Let G

[1]
v be the kernel of Gv

acting on Γ (v). Then

GΓ (v)
v
∼= Gv/G

[1]
v
∼= Z5:Zl, A5 or S5,

where l ∈ {1, 2, 4}. Moreover, the following lemma is true.

Lemma 3.1. Let v ∈ V . Then |Gv| = 2a3b5 for some nonnegative integers a and b. If
b 6= 0 then Gu is insolvable for some u ∈ V .

Proof. By [15, Lemma 3.3], we have the first part of the lemma.

Suppose that there exists {u,w} ∈ E such that both Gu and Gw are solvable. Then

both G
Γ (u)
uw and G

Γ (w)
uw are isomorphic to subgroups of Z4. It follows that every Sylow

3-subgroup of Guw is contained in both G
[1]
u and G

[1]
w . Let N be the subgroup of Guw
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generated by all Sylow 3-subgroups of Guw. Then N is characteristic in both G
[1]
u and

G
[1]
w , and soN is normal in bothGu andGw. Since Γ is connected, we haveG = 〈Gu, Gw〉,

refer to [33, Exercise 3.8]. Then N�G. Clearly, N fixes the edge {u,w}. It follows from
the edge-transitivity of G that N fixes E pointwise, which implies that N = 1. Then
we have |Guw| = 2a, and |Gu| = |Gw| = 2a5. Thus, if b 6= 0 then either Gu or Gw is
insolvable. This completes the proof. �

For a subgroup X 6 G and a prime r, denote by Or(X) the maximal normal r-
subgroup of X. Note, Or(X) = 1 if |X| is indivisible by r.

Lemma 3.2. Let {u,w} be an edge of Γ . Then O3(Gu) = O3(Gw) = O3(Guw) = 1.

Proof. Since O3(Gu) �Gu, all O3(Gu)-orbits on Γ (u) have the same length, which is a
common divisor of |O3(Gu)| and |Γ (u)|. It follows that O3(Gu) fixes Γ (u) pointwise,

i.e. O3(Gu) 6 G
[1]
u , and so O3(Gu) 6 O3(G

[1]
u ). Noting that O3(G

[1]
u ) is a characteristic

subgroup of G
[1]
u , since G

[1]
u �Gu, we have O3(G

[1]
u )�Gu, and so O3(G

[1]
u ) 6 O3(Gu). Thus

O3(Gu) = O3(G
[1]
u ). Noting that G

[1]
u �Guw, we have O3(Gu) = O3(G

[1]
u ) 6 O3(Guw).

Recall that G
Γ (u)
u
∼= Z5:Zl, A5 or S5, where l ∈ {1, 2, 4}. It is easily shown that every

Guw-orbit on Γ (u) has length a divisor of 4. Considering the action of O3(Guw) on

Γ (u), we conclude that O3(Guw) ≤ G
[1]
u . It follows that O3(Guw) 6 O3(G

[1]
u ). Then

O3(Gu) = O3(G
[1]
u ) = O3(Guw). Similarly, we have O3(Gw) = O3(G

[1]
w ) = O3(Guw).

Thus O3(Gu) = O3(Gw) = O3(Guw) � 〈Gu, Gw〉. Since Γ is connected, G = 〈Gu, Gw〉.
Then O3(Guw) is normal in G and fixes the edge {u,w}. It follows from the edge-
transitivity of G on Γ that O3(Guw) fixes E pointwise, yielding O3(Guw) = 1. Then the
lemma follows. �

Lemma 3.3. Let {u,w} ∈ E. If G
[1]
u = 1 6= G

[1]
w then one of the followings holds.

(1) Gu
∼= Z5:Zl 6 AGL1(5) for l ∈ {2, 4}, and Gw

∼= Z10, Z2.D10 or Z20.
(2) Gu

∼= A5, and Gw
∼= A4 × Z5.

(3) Gu
∼= S5, and Gw

∼= A4.D10 or S4 × Z5.

Proof. Assume that G
[1]
u = 1 6= G

[1]
w . Then G

[1]
w �Guw

∼= G
Γ (u)
uw . Recall that |Gu| = |Gw|.

If Gu is solvable, then Gu
∼= Z5:Zl for some divisor l of 4, and so G

[1]
w is isomorphic a

subgroup of Zl, which yields (1) of this lemma. Thus, in the following, we assume that

Gu
∼= A5 or S5. In particular, we have G

[1]
w �Guw

∼= A4 or S4, respectively.

Suppose that Gw is insolvable. Then, since |Gu| = |Gw|, we conclude that Gu
∼= S5,

G
Γ (w)
w
∼= A5 and G

[1]
w
∼= Z2. Note that G

[1]
w �Guw

∼= S4. It follows that S4 has a normal
subgroup of order 2, which is impossible.

Now suppose that Gw is solvable. Then G
Γ (w)
w
∼= Z5:Zl, where l is a divisor of 4. Again

since |Gu| = |Gw|, we know that G
[1]
w has order divisible by 3 as 1 6= G

[1]
w �Guw

∼= A4 or

S4. It follows that G
[1]
w
∼= A4 or S4. If Gu

∼= A5 then G
[1]
w
∼= A4 and l = 1, which gives

part (2) of the lemma. If Gu
∼= S5 then G

[1]
w
∼= A4 or S4, and l = 2 or 1 respectively, and

thus part (3) of this lemma holds. This completes the proof. �

For an edge {u,w} of Γ , let G
[1]
uw = G

[1]
u ∩G[1]

v and G
[2]
u = ∩v∈Γ (u)G

[1]
uv. Then

Guw/G
[1]
uw . (Guw/G

[1]
u )× (Guw/G

[1]
w ) ∼= GΓ (u)

uw ×GΓ (w)
uw . S2

4,

G[1]
u /G

[2]
u . ×v∈Γ (u)(G

[1]
u )Γ (v) . S5

4.
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Lemma 3.4. Let {u,w} ∈ E. Assume that G
[1]
u 6= 1 6= G

[1]
w . Then either G

[1]
uw is a

2-group and |Gv| is not divisible by 33, or |Gv| is not divisible by 37, where v ∈ {u,w}.

Proof. If G
[1]
uw is a 2-group then, since Guw/G

[1]
uw . S2

4 and |Gu : Guw| = 5, the order of
Gu is indivisible by 33, and the lemma is true.

Assume that G
[1]
uw is not a 2-group. Note that G

[1]
uw is a {2, 3}-group and, by Lemma

3.2, G
[1]
uw is not a 3-group. It follows from [2, Theorem 1.1] that, one of G

[2]
u and G

[2]
w

say G
[2]
u is an r-group, where r ∈ {2, 3}. Since G

[2]
u �G

[1]
u �Gu, we have G

[2]
u 6 Or(Gu).

By Lemma 3.2, we conclude that G
[2]
u is an 2-group. Recalling that G

[1]
u /G

[2]
u . S5

4 and

Gu/G
[1]
u . S5, it follows that |Gu| is indivisible by 37, and the lemma follows. �

For normal subgroups of G, we have the following lemma, refer to [13, Lemmas 5.1
and 5.5] and [29, Lemma 3.2].

Lemma 3.5. Let 1 6= N � G. If Nv 6= 1 for some v ∈ V then either Γ is N-
semisymmetric, or N acts transitively on one of U and W and has 5 orbits on the
other one. If N is intransitive on U and W then N is semiregular on V .

4. A reduction

In this section, we assume that Γ = (V,E) is a connected G-semisymmetric pentava-
lent graph, and G acts primitively on each of its orbits on V , where G 6 AutΓ . Let U
and W be the G-orbits on V . (Note, G 6 Aut+(Γ ).) Recall that the socle soc(G) of G
is generated by all minimal normal subgroups of G.

Lemma 4.1. One of the following statements holds.

(1) soc(G) ∼= Zkp, and Aut(Γ ) has a regular subgroup isomorphic to Zkp:Z2, where
1 6 k 6 4 and p is a prime.

(2) G is almost simple, and Γ is soc(G)-semisymmetric.
(3) Γ is isomorphic to the complete bipartite graph K5,5 of order 10.

Proof. If G is unfaithful on U then the kernel of G on U acts transitively on W , which
yields that Γ ∼= K5,5. Similarly, if G is unfaithful on W then Γ ∼= K5,5.

Assume next that G acts faithfully on both U and W in the following. We will analyze
the structure of G by using the O’Nan-Scott Theorem for finite primitive groups, refer
to [9, Section 4.8, p. 137]. Let M = soc(G). Then M = T1 × T2 × · · · × Tk, where
T1, T2, . . . , Tk are isomorphic simple groups. Fix an edge {u,w} ∈ E with u ∈ U and
w ∈ W , and let v = u or w.

Assume that G is of Affine type on U (and hence of Affine type on W ). Then M ∼= Zkp
for some prime p and integer k > 1, and M is regular on both U and W . By Lemma
2.5, Γ is isomorphic to a bi-Cayley graph of M , and M can be generated by 4 elements,
yielding k 6 4. Again by Lemma 2.5, Aut(Γ ) contains an involution which inverses every
element in M and interchanges U and W . Then part (1) of this lemma follows.

If M is a nonabelian simple group then part (2) of this lemma follows from Lemma
3.5. Thus the rest is to prove that G, as a primitive permutation group on U or W , is
not of Regular nonabelian type, Diagonal type or Product type.
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Case 1. Suppose that G has Regular nonabelian type on U or W . Recall that

|Gv| = 2a3b5 and either Gv is solvable or soc(G
Γ (v)
v ) ∼= A5. It follows from [9, Theorem

4.7B, p. 133] that soc(Gv) ∼= A5, and NGv(T1) has a composition factor isomorphic to T1.
On the other hand, Gv acts on {T1, T2, . . . , Tk} faithfully and transitively by conjugation.
This implies that k > 5, which forces that NGv(T1) is solvable, a contradiction.

Case 2. Suppose that G has Diagonal type on U . Then T1 . Gu . Aut(T1) × Sk.

This implies that T1
∼= A5, and G

Γ (u)
u is 2-transitive on Γ (u). By [9, Theorem 4.5A, p.

123], either k = 2, or Gu acts primitively on {T1, T2, . . . , Tk} by conjugation, where the
kernel contains a normal subgroup isomorphic to T1. In addition, for k > 3, since Gu

has a unique insolvable composition factor and |Gu| is indivisible by 52, we get k 6 4.

By Case 1, G has Diagonal or Product type on W . If G has Diagonal type on W

then a similar argument as above implies that G
Γ (w)
w is 2-transitive on Γ (w), which is

impossible, refer to [13, Theorem 1.2]. Thus G is of Product type on W . By [9, Theorem
4.6A, p. 125], we conclude that either Mw

∼= T d1 for some d with 1 < d < k, or G, as
a permutation group on W , is permutation isomorphic to a primitive subgroup of a
wreath product H o Sk with the product action, where H is a primitive group with socle
isomorphic to T1

∼= A5. Noting that |Mw| is indivisible by 52, the latter case occurs.
In particular, 1 6= Mw = (T1)w × · · · × (Tk)w and (T1)w ∼= · · · ∼= (Tk)w, and so Mw is a
{2, 3}-group. In addition, Gw acts transitively on {T1, T2, . . . , Tk} by conjugation.

Let K be the kernel of Gw acting on {T1, T2, . . . , Tk}. Noting that |Gw| has a divisor
5, since k 6 4, we know that |K| is divisible by 5. Note that |MK| is a divisor of |G|,
and |G| is a divisor of |H o Sk|. Since H ∼= A5 or S5, it follows that |MK| is a divisor of
120kk!. In particular, |MK| is indivisible by 5k+1 as k 6 4. Note that

|MK| = |M ||K : (M ∩K)| = 60k|K : (M ∩K)|.

This implies that |M ∩K| is divisible by 5. Then Mw is not a {2, 3}-group as M ∩K 6
M ∩Gw = Mw, a contradiction.

Case 3. Suppose that G has Product type on U . Then, by Cases 1 and 2, G must
have Product type on W . By [9, Theorem 4.6A, p. 125], either Mv

∼= T d1 for some d with
1 < d < k, or 1 6= Mv = (T1)v × · · · × (Tk)v and (T1)v ∼= · · · ∼= (Tk)v, where v ∈ {u,w}.
Recalling that Gv has at most one insolvable composition factor, the latter case occurs.
By Lemma 3.5, Γ is M -semisymmetric. Then |Mv| is divisible by 5, and hence |Mv| is
divisible by 5k, which is impossible as k > 1. This completes the proof. �

Lemma 4.2. Let v ∈ V and H = Gv. Assume that G is almost simple and H is
solvable. Then H is unique up to G-conjugacy, and (G,H) is listed in Table 1.

Proof. Put T = soc(G). Choose a normal subgroup G0 of G, which is minimal such that
H0 := H ∩ G0 is maximal in G0. Then T 6 G0 and, noting that H0 is solvable, the
pair (G0, H0) is included in [22, Tables 14–20]. By Lemma 4.1, Γ is G0-semisymmetric.
Then, by Lemmas 3.1 and 3.2, we have |H0| = 2a3b5 and O3(H0) = 1, where a and b are
nonnegative integers. Inspecting the pairs listed in [22, Tables 14–20], we conclude that
H is unique up G-conjugacy, and either the pair (G,H) is described as in Rows 1–4 of
Table 1 or one of the followings holds.

(1) G0 = PSL2(pf ), and H0
∼= D 2(pf+1)

(2,p−1)

, where p is a prime and pf 6∈ {7, 9}.
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Row G H
1 S5,A5 Z5:Z4,D10

2 2F4(2), 2F4(2)′ [29]:Z5:Z4, [2
10]:Z5:Z4

3 PGL2(11) D20

4 PΓL2(9),PGL2(9),M10 Z10:Z4,D20,Z5:Z4

5 PGL2(p),PSL2(p) D2(p+1),Dp+1 prime p = 2s5− 1
6 PGL2(p),PSL2(p) D2(p−1),Dp−1 prime p = 2s5 + 1 > 11
7 PSL2(16).Zo Z4

2:Z15:Zo o ∈ {1, 2, 4}
8 PSU3(4).Zo Z4

2:Z15.Zo o ∈ {1, 2, 4}
Table 1. Solvable stabilizers

(2) G0 = PSL2(pf ), and H0
∼= D 2(pf−1)

(2,p−1)

, where p is a prime and pf 6∈ {5, 7, 9, 11}.

(3) G0 = PSL2(pf ), and H0
∼= Zfp :Z pf−1

(2,p−1)

, where p is a prime.

(4) G0 = PSU3(2f ), and H0
∼= [p3f ]:Z p2f−1

(3,pf+1)

, where p is a prime.

Assume that (1) occurs. Then pf + 1 is indivisible by 3; otherwise, O3(H0) 6= 1, a
contradiction. We have pf + 1 = 2s5 for some integer s > 0. Since pf 6= 9, we have
s 6= 1. If s = 0 then pf = 4 and T ∼= A5, and so (G,H) is described as in Row 1 of Table
1. Thus, we let s > 2, and so pf ≡ −1 (mod 4). Then f is odd. Suppose that f > 1.

Then, since pf+1
p+1

is odd, we have 5 = pf+1
p+1

; however, pf+1
p+1

> p2 > 5, a contradiction.

Thus f = 1, and we get Row 5 of Table 1.

Assume that (2) occurs. Then pf − 1 = 2s5 for some integer s > 2. Since pf − 1 is

indivisible by 3, we have pf ≡ −1 (mod 3). Then f is odd. Since pf−1
p−1

is odd, if f > 1

then 5 = pf−1
p−1

> p2 > 5, a contradiction. Then we have Row 6 of Table 1.

Assume that (3) occurs. Then pf = 5 or p = 2. If pf = 5 then (G,H) is described
as in Row 1 of Table 1. Now let p = 2. Then 2f − 1 = 3t5 for some integer t > 0.
Suppose that f > 6. Then, by Zsigmondy’s Theorem, there is a prime r such that f is
the smallest positive integer with 2f ≡ 1 (mod r). Noting that r − 1 is divisible by f ,
this implies that |H0| has a prime divisor no less than 7, a contradiction. Thus f 6 6.
Calculation shows that f = 4. Then we have Row 7 of Table 1.

Finally, for (4), by a similar argument as above, we conclude that pf = 4, and Row 8
of Table 1 follows. This completes the proof. �

Lemma 4.3. Let v ∈ V and H = Gv. Assume that G is almost simple with socle T ,
and H is insolvable. Then, up to G-conjugacy, either H is unique, or H has two choices
which are listed in Table 2 up to isomorphism. In addition, if O2(H ∩ T ) = 1 6= O2(H)
then (G,H) is listed as follows:

(1) G = S7 and H ∼= Z2 × S5;
(2) G = PΣL2(25) and H ∼= Z2 × S5;
(3) G = PSL2(16).Zo and H ∼= (Z2 × A5).Z o

2
, where o ∈ {2, 4};

(4) G = PSL3(4).Zi2 66 PΓL3(4) and H ∼= 2× A5.Zi−1
2 , where i ∈ {1, 2}.
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G H
1 PSL2(p) A5 p ≡ ±11,±19 (mod 40)
2 PSL2(p) A5 p ≡ ±1,±9 (mod 40)
3 PSL2(p2) A5 p ≡ ±3 (mod 10)
4 PSL2(52) S5

5 PΣL2(p2) S5 p ≡ ±3 (mod 10)
6 PSp6(p) S5 p ≡ ±1 (mod 8)
7 G2(4).Zo 24+6:(A5 × Z3):Zo o ∈ {1, 2}
8 PΣL2(25) Z2 × S5

9 PSL3(4).O Z4
2:A5.O |O| ∈ {1, 2, 3, 6}, G 6 PΓL3(4)

10 PSp4(4).Zo Z6
2:(Z3 × A5).Zo o ∈ {1, 2}

11 PSp4(p) Z4
2.S5 p ≡ ±1 (mod 8)

Table 2. Nonconjugate stabilizers

Proof. By the assumption, we have H/G
[1]
v
∼= A5 or S5. Since H is maximal in G, if

G
[1]
v = 1 then, by [11, Theorem 1.3], either H is unique up to G-conjugacy, or the pair

(G,H) is described as in Rows 1-6 of Table 2. Thus, in view of Lemmas 3.2 and 3.4, we
assume next that O2(H) 6= 1 = O3(H), and |H| is indivisible by 37. In particular, H is a
2-local maximal subgroup of G. In addition, since G = TH, we have G/T ∼= H/(H∩T ).
By the Schreier Conjecture, G/T is solvable. Since H is insolvable, H ∩ T is insolvable,

and thus (H ∩ T )/T
[1]
v = Tv/T

[1]
v
∼= A5 or S5.

Assume that T is an alternating group An, where > 5. For n = 6, by the Atlas [7],
we have H ∼= A5 or S5, and so O2(H) = 1, which is not the case. Thus we let n 6= 6,
and so G = Sn or An. Considering the natural action of G on n points, it follows from
[25] that either n ∈ {7, 9} and H is conjugate to the stabilizer of some (n − 5)-set, or
n ∈ {10, 20} and H is conjugate to the stabilizer of some partition with equal part size
n
5
. Only for G = S7, we have O2(H ∩ T ) = 1 6= O2(H); in this case, H ∼= Z2 × S5 and
H ∩ T ∼= S5. Then the lemma is true in this case.

Assume that T is one of the 26 sporadic simple groups. Meierfrankenfeld and Shpec-
torov [31] proved that the Atlas [7] includes the complete lists of the 2-local maximal
subgroups of the Monster and the Baby Monster, see also [35, pp. 258-261, Tables
5.6 and 5.7]. Thus all 2-local maximal subgroups of sporadic almost simple groups
are listed in the Atlas [7]. Inspecting these subgroups, we conclude that T is one of
M12, M22, M23, J1, J2, J3, Co2, Co3, HS, Suz and Ru, O2(H ∩ T ) 6= 1, and H is unique
up to G-conjugacy.

Assume that T is a simple exceptional group of Lie type. Suppose that T has Lie
rank at least 4. Noticing the limitations on H, it follows from [6, Theorem 1] that
H is either parabolic or of maximal rank. For the parabolic case, H is an extension
of a 2-group by the Chevalley group determined by some subdiagram obtained from
the Dynkin diagram of G by removing one node. It follows that H has an insolvable
composition factor not isomorphic to A5, which is not the case. Thus H is a subgroup of
maximal rank. Inspecting the subgroups listed in [26, Tables 5.1 and 5.2], there does not
exist a desired H. Therefore, T has Lie rank 1 or 2. Then all maximal subgroups of G
are completely known, refer to [32] for T = Sz(q), [30] for T = 2F4(q) (with q > 2), [19]
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for T = Ree(q), [17] for T = 3D4(q), and [8, 19] for T = G2(q), respectively. Inspecting
the 2-local maximal subgroups of G, we conclude that T = G2(4). By the Atlas [7], we
know H has two choices up to G-conjugacy, and Row 7 of Table 2 follows.

In the following, we assume that T is a simple classical group of dimension n over
a field of order q = pf , where p is a prime. Noticing the isomorphisms amongst finite
classical groups, we assume that T is one of the following simple groups: PSLn(q) with
n > 2, PSUn(q) with n > 3, PSpn(q) with even n > 4 and (n, q) 6= (4, 2), Ωn(q) with
odd n > 7 and odd q, PΩ±n (q) with even n > 8. If T = PSp4(2f ) with f > 1 and G
contains a graph automorphism of T then, by [3, p. 384, Table 8.14], we conclude that
G does not contains a desired H. If T = PΩ+

8 (q) and G contains a triality of T then,
inspecting the maximal subgroups of G listed in [18], we conclude that T = PΩ+

8 (4), and
H is unique up to G-conjugacy. Thus, since H is 2-local, by Aschbacher’s Theorem for
maximal subgroups of classical groups, we next assume that H lies in one of the eight
classes of subgroups of G, say Ci(G), 1 ≤ i ≤ 8, which are defined as in [20].

Inspecting the members of Ci(G) given in [20, pp. 70-74, Tables 3.5A-3.4F], it follows
that H ∈ C1(G)∪C2(G)∪C5(G)∪C6(G), H has at most two choices up to G-conjugacy,
and either n 6 10 or T = Ω15(3). Then, combining with [3], we conclude that one of the
followings holds.

(i) H ∈ C1(G) if and only if T is one of the following simple groups: PSL3(4),
PSL3(5), PSU3(5), PSL4(4), PSp4(4), PSU5(2), PSU6(2), PSU7(2), PΩ−8 (2); in
this case, H has two choices if and only if G 6 PΓL3(4) or T = PSp4(4), and
O2(H ∩T ) = 1 if and only if T = PSL3(5) or G = PSL3(4).Zi2 66 PΓL3(4), where
i ∈ {1, 2}.

(ii) H ∈ C2(G) if and only if T is one of the following simple groups: PSp4(5),
PSL5(9), PSL5(p) (with p a Fermat prime), PSU5(p) (with p a Mersenne prime),
PSL10(3), PSU10(3), PSp10(3), PΩ+

10(9), PΩ+
10(p) (with p a Fermat prime), PΩ−10(p)

(with p a Mersenne prime), Ω15(3); in this case, H is unique up to G-conjugacy.
(iii) H ∈ C5(G) if and only if G = PΣL2(25) or G = PSL2(16).Zo with o ∈ {2, 4}; in

this case, O2(H ∩ T ) = 1, and H has two choices if and only if G = PΣL2(25)
and H ∼= Z2 × S5.

(iv) H ∈ C6(G) if and only if T = PSp4(p) with prime p > 3; in this case, H has two
choices if and only if G = PSp4(p), H ∼= Z4

2.S5 and p ≡ ±1 (mod 8).

By (i)–(iv), we conclude thatH is desired as in this lemma. This completes the proof. �

Theorem 4.4. Let {u,w} ∈ E with u ∈ U and w ∈ W . Assume that G is almost
simple. Then one of the followings holds.

(1) Gu and Gw are conjugate in G, and Γ is isomorphic to the standard double cover
of some G-orbital digraph.

(2) H := Gu
∼= Gw, and the pair (G,H) is listed in Table 2.

Proof. If Gu and Gw are conjugate in G then part (1) is true by Lemma 2.4. Assume
next that Gu and Gw are not conjugate in G. By Lemma 4.2, one of Gu and Gw, say

Gu is insolvable. In particular, G
Γ (u)
u
∼= Gu/G

[1]
u
∼= A5 or S5, and Guw is not a 2-group.

Suppose that Gw is solvable. Then, by Lemma 4.2, the pair (G,Gw) is described as
in Rows 7 and 8 of Table 1. In particular, |Gw| = 240|G : T |. Checking the maximal
subgroups of G in the Atlas [7], we conclude that G has no insolvable maximal subgroup
of order |Gu|, a contradiction. Therefore, Gw is insolvable.
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Finally, since Gu and Gw are not conjugate in G, part (2) follows from Lemma 4.3. �

5. Graphs with nonconjugate stabilizers

In this section, we deal with the graphs satisfying (2) of Theorem 4.4. We first give a
construction for some biprimitive graphs.

Construction 5.1. Let G be a nonregular primitive group on U , and let H1 be a point-
stabilizer. Suppose that H2 is a core-free maximal subgroup of G such that H2 is not
conjugate to H1 in G. Let k = |H1 : (H1 ∩H2)|, and set

H1 = {Hg
1 | g ∈ G}, H2 = {Hg

2 | g ∈ G}.
Define a bipartite graph Γ (G) with bipartition (H1,H2) such thatM1 ∈ H1 andM2 ∈ H2

are adjacent if and only if k = |M1 : (M1 ∩M2)|. Then Γ (G) is a regular graph if and
only if |H2 : (H1 ∩H2)| = k, i.e., |H1| = |H2|.

It is easily shown that the inner automorphism group Inn(G) of G acts faithfully and
primitively on both parts of Γ (G). We always view Inn(G) as a subgroup of Aut(Γ (G)).
By the primitivity of Inn(G) on both parts of the graph, Γ (G) is connected. �

Lemma 5.2. Let G, H1, H2, k and Γ (G) be as in Construction 5.1. Then Inn(G) ∼= G,
and every α ∈ Aut(G,H1, H2) induces an automorphism of Γ (G) by (Hx

i )α = Hxα

i .

(1) If δ ∈ Aut(G) such that Hδ
1 = H2 and Hδ

2 = H1, then δ induces an automorphism

of Γ (G) by (Hx
i )δ = (Hδ

i )x
δ
, and Γ (G) is vertex-transitive.

(2) The graph Γ (G) is Inn(G)-semisymmetric if and only if Γ (G) has valency k, i.e.,
|{M2 ∈ H2 | k = |H1 : (H1 ∩M2)|}| = k = |{M1 ∈ H1 | k = |M1 : (M1 ∩H2)|}|.

Proof. Since G is a nonregular primitive group, it has trivial center. Then Inn(G) ∼= G.
Pick α ∈ Aut(G,H1, H2). Then α fixes both H1 and H2 setwise. For g in G, denote by
Inn(g) the inner automorphism of G induced by g. Then α−1Inn(g)α = Inn(gα). Now for
Hx

1 ∈ H1 and Hy
2 ∈ H2, we have

(Hx
1 ∩H

y
2 )α = (H

Inn(x)
1 ∩H Inn(y)

2 )α = H
Inn(xα)
1 ∩H Inn(yα)

2 = Hxα

1 ∩H
yα

2 .

It follows that |Hx
1 : (Hx

1 ∩ H
y
2 )| = k if and only if |Hxα

1 : (Hxα

1 ∩ H
yα

2 )| = k. Thus α
induces an automorphism of Γ (G).

Let δ ∈ Aut(G) with Hδ
1 = H2 and Hδ

2 = H1. In particular, |H1| = |H2|, and so Γ is
regular. For Hx

1 ∈ H1 and Hy
2 ∈ H2, we have

(Hx
1 ∩H

y
2 )δ = (H

Inn(x)
1 ∩H Inn(y)

2 )δ = H
Inn(xδ)
2 ∩H Inn(yδ)

1 = Hxδ

2 ∩H
yδ

1 .

Then |Hx
1 : (Hx

1 ∩ H
y
2 )| = k if and only if |Hxδ

2 : (Hxδ

2 ∩ H
yδ

1 )| = k. Noting that

|Hxδ

2 | = |Hyδ

1 |, we have |Hyδ

1 : (Hyδ

1 ∩ Hxδ

2 )| = k. Thus δ induces an automorphism of
Γ (G), which interchanges H1 and H2. Thus part (1) follows.

Next we prove part (2). Let ∆1 = {M2 ∈ H2 | k = |H1 : (H1∩M2)|} and ∆2 = {M1 ∈
H1 | k = |M1 : (M1 ∩H2)|}. Then ∆1 and ∆2 are the neighborhoods of H1 and H2 in
Γ (G), respectively. Let {x1, x2, . . . , xk} be a right transversal of H1 ∩H2 in H1. Then
Hxi

2 ∈ ∆1 for all i. Suppose that Hxi
2 = H

xj
2 for some i and j. Then x−1

j xi ∈ NG(H2) =

H2, and so x−1
j xi ∈ H1 ∩ H2. This implies that (H1 ∩ H2)xi = (H1 ∩ H2)xj, yielding

i = j. Thus, if i 6= j then Hxi
2 and Hxi

2 are different neighbors of H1 in Γ (G).
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Assume that Γ (G) has valency k. Then ∆1 = {Hxi
2 | 1 6 i 6 k}, and thus H1 acts

transitively on the k maximal subgroups in ∆1 by conjugation. Recalling that Inn(G)
acts transitively on both parts of Γ (G), it follows that Γ (G) is Inn(G)-semisymmetric.

Conversely, let Γ (G) be Inn(G)-semisymmetric. Then Γ (G) is regular, in particular,
|∆1| = |∆2|. Noting that H1 acts transitively on ∆1 by conjugation, we get ∆1 = {Hxi

2 |
1 6 i 6 k}, which has size k. Thus Γ (G) has valency k. This completes the proof. �

In the following, we always assume that (G,H) is a pair described as in Table 2.
Choose nonconjugate maximal subgroups H1 and H2 of G with H1

∼= H ∼= H2 and
maximal |H1 ∩H2|. Clearly, G = 〈H1, H2〉. Set k = |H1 : (H1 ∩H2)|. Let H1 and H2 be
the conjugacy classes of H1 and H2 in G, respectively. Let

∆1 = {X ∈ H2 | |H1 : (H1 ∩X)| = k}, ∆2 = {X ∈ H1 | |X : (X ∩H2)| = k}.

Since |X| = |H2| for all X ∈ H1, we have |∆2| = |{X ∈ H1 | |H2 : (X ∩H2)| = k}|.

For a subgroup X 6 G, denote by X(∞) the intersection of all terms appearing the
derived series of X.

Lemma 5.3. k > 5.

Proof. Suppose that k < 5. Let K = H1 ∩ H2. Then H1 acts unfaithfully on the set
of right cosets of K in H1 by right multiplication. Let K1 be the kernel of this action.

Then K(∞) 6 H
(∞)
1 6 K1 6 K, and so H

(∞)
1 6 K(∞), yielding H

(∞)
1 = K(∞). Similarly,

we have H
(∞)
2 = K(∞). Then 1 6= K(∞) � 〈H1, H2〉 = G, which is impossible. Thus

k > 5, as desired. �

Lemma 5.4. Let G = PSL2(p) for a prime p > 3.

(1) If p ≡ ±1,±9 (mod 40), then k > 5.
(2) If p ≡ ±11,±19 (mod 40), then |∆1| = |∆2| = k = 5.

Proof. Let Ki = {K 6 Hg
i | K ∼= A4, g ∈ G}, where i = 1, 2. Then K1 and K2 are

conjugacy classes of subgroups in G. By [4, Theorem 2], G has exactly p(p2−1)
24

subgroups

isomorphic to A4. Assume that p ≡ ±1,±9 (mod 40). Then these p(p2−1)
24

subgroups
form two distinct G-conjugacy classes. It follows that K1 ∩ K2 = ∅. In particular,
|H1 ∩H2| < 12, and thus k > 5.

Assume that p ≡ ±11,±19 (mod 40). Then G has a unique conjugacy class of sub-
groups isomorphic to A4. This implies that K1 = K2, and thus H1 ∩ H2

∼= A4. Then
k = 5. Noting that A5 has exactly 5 subgroups A4, it is easily shown that every sub-
group A4 is contained in exactly one member of H1 and one member of H2. For distinct
X, Y ∈ H2 with |H1 : (H1 ∩X)| = 5 = |H1 : (H1 ∩Y )|, we have H1 ∩X ∼= A4

∼= H1 ∩Y ,
and so H1 ∩ X 6= H1 ∩ Y . This implies that |∆1| 6 5. On the other hand, noting
that NH1(H2) = H1 ∩ H2, we have ∆1 = {Hx

2 | x ∈ H1}, and |∆1| = 5. Similarly,
∆2 = {Hx

1 | x ∈ H2}, and |∆2| = 5. This completes the proof. �

Lemma 5.5. Let G = PSL2(p2) or PΣL2(p2) for a prime p with p ≡ ±3 (mod 10). Then
k > 5.



BIPRIMITIVE GRAPHS 13

Proof. Let T = soc(G). Then G = TH1 = T (H1 ∩H2). We have

|T ||H1|
|H1 ∩ T |

= |G| = |T ||H1 ∩H2|
|H1 ∩H2 ∩ T |

,

yielding

k = |H1 : (H1 ∩H2)| = |(H1 ∩ T ) : (H1 ∩H2 ∩ T )|.
Clearly, H1 ∩ T and H2 ∩ T are nonconjugate maximal subgroups of T and isomorphic
to A5. It is easily shown that T has two conjugacy classes of subgroups isomorphic to
A4. By a similar argument as in the proof of Lemma 5.4 (1), we have k > 5. �

Lemma 5.6. Let G = PSp6(p) for a prime p with p ≡ ±1 (mod 8). Then k > 5.

Proof. For a subgroup X of G, let X̂ be the preimage of X in Sp6(p). Let Ki = {K̂ |
S4
∼= K 6 X ∈ Hi} and M = {L̂ × Ŝ 6 Sp6(p) | L̂ ∼= Sp2(p), Ŝ ∼= Sp4(p)}, where

i = 1, 2. Then K1, K2 andM are conjugacy classes of subgroups in Sp6(p). In addition,

each K̂ ∈ K1∪K2 is contained in some member ofM, refer to [11, Lemmas 5.7 and 5.8].

In particular, for each X ∈ H1 ∪H2 there is L̂Ŝ ∈M with (X̂ ∩ L̂Ŝ)L̂ ∼= 2S4 × Sp4(p).

By [3, p. 186, Proposition 4.5.21], H1 and H2 are fused by the diagonal automorphism
of Sp6(p), and by [3, p. 391, Table 8.28], M is fixed by the diagonal automorphism of

Sp6(p). It follows that, for L̂Ŝ ∈ M and 2S4
∼= K̂ 6 L̂, there exists X̂ ∈ H1 ∪ H2 such

that (X̂ ∩ L̂Ŝ)L̂ = K̂ × Ŝ. Let

Li = {K̂Ŝ | 2S4
∼= K̂ 6 L̂, L̂Ŝ ∈M, (X̂ ∩ L̂Ŝ)L̂ = K̂Ŝ,X ∈ Hi}, i = 1, 2.

Then L1 and L2 are Sp6(p)-conjugacy classes, and L1 ∪ L2 consists of all subgroups
2S4 × Sp4(p) which are contained in the members of M.

Since p ≡ ±1 (mod 8), by [4, Theorem 2], SL2(p) has p(p2−1)
24

subgroups isomorphic

to 2S4, which form a single GL2(p)-conjugacy class. Then these p(p2−1)
24

subgroups form

two SL2(p)-conjugacy classes. Noting that Sp2(p) ∼= SL2(p), it follows that each L̂Ŝ ∈
M has exactly two conjugacy classes of subgroups isomorphic to 2S4 × Sp4(p). Then
L1 ∪ L2 splits into two Sp6(p)-conjugacy classes, and thus L1 6= L2. This implies that

|H1 : (H1 ∩H2)| > 5; otherwise, Ĥ1 ∩H2
∼= 2S4, yielding L1 ∩ L2 6= ∅, a contradiction.

Then k > 5, and the lemma follows. �

Lemma 5.7. Let G = PSp4(p) for a prime p with p ≡ ±1 (mod 8). Then k > 5.

Proof. Let H = H1 or H2, and let R = 21+4
− . Then H ∼= CAut(R)(Z(R)) = Aut(R),

refer to [1, Theorem A(4)]. Let K be a subgroup of H with |H : K| = 5. Calculation
with GAP [12], we conclude that K has a unique normal subgroup of order 16, and
thus O2(H) is this normal subgroup of K. Suppose that |H1 : (H1 ∩ H2)| = 5. Then
O2(H1) = O2(H2). This implies that H1 = NG(O2(H1)) = NG(O2(H2)) = H2, a
contradiction. This completes the proof. �

Calculation with GAP [12], we have the following lemma.

Lemma 5.8. Let (G,H) be as in Rows 4, 7-10 of Table 2. Then k = 5 if and only if
G 6= PSL2(25), PΣL2(25). In addition, if k = 5 then |∆1| = |∆2| = 5.
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Example 5.9. Let (G,H) be as in Rows 1, 7, 9 and 10 of Table 2. Define a bipartite
graph Γ (G) with vertex set H1 ∪H2 such that X ∈ H1 and Y ∈ H2 are adjacent if and
only if |X : (X ∩ Y )| = 5. Then Γ (G) is G-semisymmetric by Lemmas 5.2 5.4 and 5.8,
where G acts on H1 ∪H2 by conjugation. In addition, we have the following remarks.

(1) Assume that G = PSL2(p) with p ≡ ±11,±19 (mod 40). Then the conjugacy
classes H1 and H2 merge into one conjugacy class in PGL2(p), refer to [4, Theorem 2].
In this case, PGL2(p) acts transitively on the vertex set of Γ (G), and thus Γ (G) is a
symmetric graph.

(2) Assume that soc(G) = PSL3(4). Then Γ (G) is just the point-line incidence graph
of the projective plane PG(2, 4). The transpose-inverse automorphism of PSL3(4) gives
an automorphism of Γ (G), which interchanges H1 and H2. Thus Γ (G) is a symmetric
graph.

(3) Assume that soc(G) = PSp4(4). Then Γ (G) is the incidence graph of a generalized
4-gon of order (4, 4), refer to [7, p. 44]. In this case, the graph automorphism of PSp4(4)
interchanges H1 and H2. Thus Γ (G) is a symmetric graph.

(4) Assume that soc(G) = G2(4). Then Γ (G) is the incidence graph of a general-
ized hexagon of order (4, 4), and Aut(Γ (G)) contains the automorphism group of this
generalized hexagon, refer to [7, p. 97]. �

Theorem 5.10. Let Γ = (V,E) be a connected G-semisymmetric pentavalent graph,
and {u,w} ∈ E. Assume that G is almost simple and acts primitively on both parts of
Γ . Assume that Gu and Gw are not conjugate in G. Then Γ is isomorphic to one of
the graphs constructed as in Example 5.9, and Aut(Γ ) ∼= Aut(G). In particular, Γ is
semisymmetric if and only if soc(G) = G2(4).

Proof. Since Gu and Gw are not conjugate in G, by Theorem 4.4, the triple (G,Gu, Gw)
is described as in Table 2. Noting that |Gu : (Gu ∩ Gw)| = 5, by Lemmas 5.4–5.8, One
of Rows 1, 7, 9 and 10 of Table 2 occurs. Define τ : V → H1 ∪ H2 by ug 7→ Gg

u and
wg 7→ Gg

w. It is easily shown that τ is an isomorphism from Γ to the graph Γ (G) defined
as in Example 5.9.

Without loss of generality, we let Γ = Γ (G). Thus, by the argument in Example 5.9,
Aut(Γ ) has a subgroup isomorphic to Aut(G), which acts transitively on the vertex set
V of Γ unless soc(G) = G2(4). Let A = Aut+(Γ ). Then |Aut(Γ ) : A| 6 2, G 6 A,
Γ is A-semisymmetric, and A acts primitively (and faithfully) on both parts of Γ . It
follows from Lemma 4.1 that A is an almost simple group. Suppose that Au and Aw
are conjugate in A. By Theorem 4.4, as a primitive group, A has a suborbit of length
5 on U . Then A is known by [11, Theorem 1.1], which implies that A has no subgroup
isomorphic to G, a contradiction. Thus Au and Aw are not conjugate in A. Again by
Theorem 4.4, we conclude that A 6 Aut(G) 6 Aut(Γ ). If soc(G) 6= G2(4) then, since
|Aut(Γ ) : A| 6 2 and Aut(G) acts transitively on V , we have Aut(Γ ) = Aut(G).

Assume that soc(G) = G2(4). Without loss of generality, we may let G = G2(4).2,
the automorphism group of a generalized hexagon of order (4, 4). Then A = G. Suppose
that G 6= Aut(Γ ). Then Aut(Γ ) is not almost simple and acts transitively on V . Let
N be a minimal normal subgroup of Aut(Γ ) with N 6= soc(G). Then GN = G × N .
Recalling that |Aut(Γ ) : G| 6 2, we have Aut(Γ ) = G × N and |N | = 2. Set N = 〈σ〉.
Choose g ∈ G with ugσ = w. We have Gw = (Gu)

gσ = Gg
u, which contradicts that Gu
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and Gw are not conjugate in G. Thus Aut(Γ ) = G, and so Γ is semisymmetric. Then
the theorem follows. �

6. Graphs with conjugate stabilizers

This section is to classify those graphs satisfying (1) of Theorem 4.4.

In the following, we assume that G is an almost simple primitive permutation group
on a set U with a suborbit of length 5. Fix a point u ∈ U . Then the pair (G,Gu) is given
as in [11, Tables 1 and 2]. Note that all subgroups of Gu with index 5 are conjugate in
Gu. By lemma 2.3 and [11, Tables 4 and 5], we have the following lemma.

Lemma 6.1. The pair (G,Gu) is listed in Table 3, where c is the number of choices of
Gu up to G-conjugacy, K is a subgroup of Gu with index 5, N = NG(K), r1 and r2 are
the numbers of self paired and nonself paired suborbits of length 5 of G at u, respectively.

G Gu c N/K r1 r2 Conditions
1 A5, S5 D10,AGL1(5) 1 Z2 1 0
2 PGL2(9) D20 1 Z2 1 0
3 M10 AGL1(5) 1 Z2 1 0
4 PΓL2(9) AGL1(5)× Z2 1 Z2 1 0
5 PGL2(11) D20 1 Z2 1 0
6 A9 (A5 × A4):Z2 1 Z2 1 0
7 S9 S5 × S4 1 Z2 1 0
8 PSL2(19) D20 1 Z3 0 2
9 Suz(8) AGL1(5) 1 Z2 × Z2 3 0
10 J3.Zo AGL2(4).Zo 1 Z2 1 0 o ∈ {1, 2}
11 Th S5 1 Z2 1 0
12 PSL2(p) A5 2 Z2 1 0 p ≡ ±1,±9 (mod 40)
13 PSL2(p2) A5 2 Z2 1 0 p ≡ ±3 (mod 10)
14 PΣL2(p2) S5 2 Z2 1 0 p ≡ ±3 (mod 10)
15 PSp6(p) S5 2 Z2 1 0 p ≡ ±1 (mod 8)
16 PSp6(3) A5 1 Z3 0 2
17 PSp6(p) A5 1 Zp−1 1 p− 3 p ≡ 13, 37, 43, 67 (mod 120)
18 PSp6(p) A5 1 Zp+1 1 p− 1 p ≡ 53, 77, 83, 107 (mod 120)
19 PGSp6(p) S5 1 Z2 1 0 11 6 p ≡ ±3 (mod 8)

Table 3. Almost simple primitive groups with a suborbit of length 5.

Remark 6.2. For one of Rows 12-15 in Table 3, the group G has two nonequivalent
permutation representations of degree |G : Gu|. Nevertheless, the resulting permutation
groups have isomorphic orbital digraphs. �

Lemma 6.3. Let G = PSp6(p) be as in Rows 16-18 of Table 3, and let K be a subgroup
of Gu with index 5. Then NPGSp6(p)(K)/K is a dihedral group.

Proof. Choose a maximal subgroup M of PGSp6(p) with Gu 6M ∼= S5, refer to [3, Table
8.29]. Let δ ∈M \Gu be an involution. Without loss of generality, we assume that K is
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normalized by δ. Then NPGSp6(p)(K) = NG(K):〈δ〉, yielding NPGSp6(p)(K)/K = 〈x̄〉:〈δ̄〉,
where 〈x̄〉 = NG(K)/K and δ̄ is the image of δ in NPGSp6(p)(K)/K.

Let ȳ ∈ C〈x̄〉(δ̄), and y be a preimage of ȳ in NG(K). Then δ−1y−1δy ∈ K, and so
δy ∈ K〈δ〉. This implies that y ∈ NPGSp6(p)(K〈δ〉), and so ȳ ∈ NPGSp6(p)(K〈δ〉)/(K〈δ〉).
Thus C〈x̄〉(δ̄) 6 NPGSp6(p)(K〈δ〉)/(K〈δ〉). If p = 3 then |NPGSp6(p)(K〈δ〉)/(K〈δ〉)| = 1
by [11, Table 5 (13)], and so C〈x̄〉(δ̄) = 1, yielding NPGSp6(p)(K)/K = 〈x̄〉:〈δ̄〉 ∼= D6.

Now let p > 3, in this case, we have 13 6 p ≡ ±1 (mod 8). Noting that K〈δ〉 has index
5 in M , by [11, Table 5 (14)], NPGSp6(p)(K〈δ〉)/(K〈δ〉) ∼= Z2, and so |C〈x̄〉(δ̄)| 6 2. It is
easily shown that 〈x̄〉 contains an involution which centralizes δ̄. Then C〈x̄〉(δ̄) ∼= Z2.

Let n be the order of x̄. Then n = p + 1 or p − 1, n > 10, and n is indivisible by 8
as p ≡ ±3 (mod 8). Set x̄δ̄ = x̄r, where 0 6 r 6 n − 1. We have x̄ = x̄δ̄

2
= x̄r

2
, and so

r2 ≡ 1 (mod n). Let d be the greatest common divisor of r + 1 and n. Then r − 1 is

divisible by n
d
. Thus (x̄d)δ̄ = x̄dr = x̄d, yielding x̄d ∈ C〈x̄〉(δ̄). This implies that x̄2d = 1,

and so 2d ≡ 0 (mod n), yielding d = n or n
2
. In addition, since n is even and r2 − 1 is

divisible by n, both r − 1 and r + 1 are even, and hence d is even as is d the greatest
common divisor of r + 1 and n. Suppose that d = n

2
. Then n is divisible by 4 but not

by 8, and so d is indivisible by 4. By the choice of d, we have r + 1 ≡ 2 (mod 4), and

then r − 1 ≡ 0 (mod 4). Thus (x̄
n
4 )δ̄ = x̄

n
4
r = x̄

n
4

(r−1)+n
4 = x̄

n
4 , yielding x̄

n
4 ∈ C〈x̄〉(δ̄).

This forces that x̄
n
4 has order 1 or 2, and so n = 4 or 8. By n = p ± 1, we have p < 9,

which contradicts that p > 13. Therefore, d = n. Then x̄δ̄ = x̄r = x̄r+1−1 = x̄−1. This
says that 〈x̄〉:〈δ̄〉 is a dihedral group, and the lemma follows. �

Given a subgroup K of Gu with index 5, by Lemma 2.3, every suborbit of length 5
has the form of ∆x(u) := {uxh | h ∈ Gu}, where x ∈ NG(K) \ K. Denote by Σx the
orbital digraph of G associated with ∆x(u). In the following, we always identify G with

the subgroup G̃ of Aut(Σ
(2)
x ) induced by G. Recall that there exists an ι isomorphism

from Σx to Σx−1 , and each δ ∈ Aut(G,Gu, K) defines an isomorphism δ̃ : U × Z2 →
U × Z2, (ug, i) 7→ (ug

δ
, i) from Σ

(2)
x to Σ

(2)

xδ
, see Section 2.

Lemma 6.4. Let G be a primitive group in Table 3, and let x, y ∈ NG(K) \K. Then

(1) Σ
(2)
x
∼= Σ

(2)

x−1;

(2) Σ
(2)
x is a symmetric graph;

(3) Aut(Σ
(2)
x ) =

{
Aut(Σx)× 〈ι〉, if ∆x = ∆x−1

G:〈δ̃ι〉 ∼= Aut(G) with δ ∈ Aut(G,Gu, K), otherwise
.

(4) Σ
(2)
x
∼= Σ

(2)
y if and only if ∆x = ∆y, ∆x−1 = ∆y or G = Suz(8).

Proof. Part (1) and part (2) for self-paired ∆x(u) follow directly form Lemma 2.1. In

addition, if ∆x(u) is self-paired then Aut(Σ
(2)
x ) > Aut(Σx)×〈ι〉 and, by [11, Theorem 1.2],

Aut(Σx) is almost simple with socle soc(G) unless G = A5 or S5 with Aut(Σx) = PΣL2(9).

Assume that ∆x is not self-paired. Then G is described as in Rows 8, 16-18 of Table 3.
By Lemma 6.3 and calculation with GAP for G = PSL2(19), we conclude that there is an

involution δ ∈ Aut(G,Gu, K) with (Kx)δ = Kx−1. Then, by Lemma 2.2, δ̃ι ∈ Aut(Σ
(2)
x ).

It is easy to check that δ̃ι is an involution and interchanges U × {0} and U × {1}. In

particular, Σ
(2)
x is a symmetric graph, and part (2) of the lemma follows. Moreover, δ̃ι

normalizes G, and G〈δ̃ι〉 ∼= Aut(G).
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Let A = Aut+(Σ
(2)
x ). Then G 6 A, and if ∆x is self-paired then Aut(Σx) 6 A. For the

self-paired case, replacing G by Aut(Σx) if necessary, we may choose G = Aut(Σx). Note

that Σ
(2)
x is A-semisymmetric, and A acts primitively (and faithfully) on both U × {0}

and U×{1}. It follows from Lemma 4.1 that A is an almost simple group. Suppose that
A(u,0) and A(u,1) are not conjugate in A. Applying Theorem 4.4 to the pair (A,A(u,0)),
we conclude that either |A : A(u,0)| 6= |G : Gu| or A has no subgroup isomorphic to G,
a contradiction. Then A(u,0) and A(u,1) are conjugate in A. Applying Theorem 4.4 and
[11, Theorem 1.1] to the pair (A,A(u,0)), we conclude that A 6 G, and so A = G. Since

|Aut(Σ(2)
x ) : A| = 2, part (3) of the lemma follows.

We next prove part (4) of this lemma. This is trivial if G has a unique suborbit of
length 5 at u. If G has exactly two suborbits of length 5 at u, then these two suborbits
are paired to each other, and (4) is true by (1). Assume that G = Suz(8). Then
there is δ ∈ Aut(G,Gu, K) such that 〈δ〉 has order 3 and acts transitively on the 3-set
{Kx | x ∈ NG(K)\K}, confirmed by GAP. It follows from Lemma 2.2 that the resulting
standard double covers are isomorphic to every other. Thus, all that’s left now is the
case where G is given as in Rows 17 and 18 of Table 3.

Assume that G is given as in Row 17 or 18 of Table 3. Clearly, Σ
(2)
x
∼= Σ

(2)
y if Kx = Ky

or Kx−1 = Ky. Now let Σ
(2)
x
∼= Σ

(2)
y , and pick an isomorphism λ from Σ

(2)
y to Σ

(2)
x . We

have Aut(Σ
(2)
y ) = λ−1Aut(Σ

(2)
x )λ. By (3) and [11, Theorem 1.2], Aut(Σ

(2)
x ) ∼= Aut(Σ

(2)
y ) ∼=

PSp6(p)×Z2 or PGSp6(p). Then Aut(Σ
(2)
x ) and Aut(Σ

(2)
y ) have a common characteristic

subgroupG. ThenG is normalized by λ. (Note, λ is a permutation on U×Z2.) Replacing

Σ
(2)
x by Σ

(2)

x−1 , and λ by λι if necessary, we may assume that λ fixes both U × {0} and

U × {1} setwise. Clearly, for each g ∈ G, we have an isomorphism λg from Σ
(2)
y to Σ

(2)
x ,

which fixes both U × {0} and U × {1} setwise. Since G acts transitively on U × {0},
replacing λ by λg for some g ∈ G, we may let (u, 0)λ = (u, 0).

Set X = G〈λ〉. We have Gu�X(u,0) = Gu〈λ〉, and thus we may further choose λ such
that Kλ = K. Let (u, 1)λ = (w, 1), and choose g ∈ G with w = ug. Then

Gg
u = G(u,1)g = G(u,1)λ = G ∩X(u,1)λ = G ∩Xλ

(u,1) = (G ∩X(u,1))
λ = Gλ

u = Gu.

Since Gu is a maximal subgroup of G, we have g ∈ Gu, and so w = u. Thus λ fixes
(u, 1). Consider the neighborhoods {(uyh, 1) | h ∈ Gu}λ and {(uxh, 1) | h ∈ Gu} of (u, 0)

in Σ
(2)
y and Σ

(2)
x , respectively. Recalling that (u, 0)λ = (u, 0), we have

{(uxh, 1) | h ∈ Gu} = {(uyh, 1) | h ∈ Gu}λ = {(uyh, 1)λ | h ∈ Gu}.

For h ∈ Gu, we have

(uyh, 1)λ = (u, 1)yhλ = (u, 1)(yh)λ = (uy
λhλ , 1).

It follows that

{(uxh, 1) | h ∈ Gu} = {(uyλhλ , 1) | h ∈ Gu} = {(uyλh, 1) | h ∈ Gu}.

Then ∆x(u) = {uxh | h ∈ Gu} = {uyλh | h ∈ Gu} = ∆yλ(u), yielding Kx = Kyλ =
(Ky)λ. Let λ̄ be the automorphism of G induced by λ. Then λ̄ ∈ Aut(G,H,K). It

follows from Lemma 6.3 that (Ky)λ = (Ky)λ̄ = Ky or Ky−1. Thus Kx = Ky or Ky−1,
and part (4) of the lemma follows. This completes the proof. �
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Aut(Γ ) (Aut(Γ ))u G n Remarks
1 PΓL2(9)× Z2 AGL1(5)× Z2 PGL2(9) 1

M10

PΓL2(9)
2 PGL2(11)× Z2 D20 PGL2(11) 1
3 S9 × Z2 S5 × S4 S9,A9 1
4 PGL2(19) D20 PSL2(19) 1
5 Suz(8)× Z2 AGL1(5) Suz(8) 1
6 J3:Z2 × Z2 AΓL2(4) J3:Z2, J3 1
7 Th× Z2 S5 Th 1
8 PSL2(p)× Z2 A5 PSL2(p) 1 p ≡ ±1,±9 (mod 40)
9 PΣL2(p2)× Z2 S5 PΣL2(p2) 1 3 < p ≡ ±3 (mod 10)

PSL2(p2)
An, Sn p = 3, n ∈ {5, 6}

10 PSp6(p)× Z2 S5 PSp6(p) 1 p ≡ ±1 (mod 8)
11 PGSp6(3) A5 PSp6(3) 1
12 PGSp6(p) A5 PSp6(p) p−3

2
p ≡ 13, 37, 43, 67 (mod 120)

13 PGSp6(p) A5 PSp6(p) p−1
2

p ≡ 53, 77, 83, 107 (mod 120)
14 PGSp6(p)× Z2 S5 PGSp6(p) 1 11 6 p ≡ ±3 (mod 8)

PSp6(p)

Table 4. Examples from standard double covers.

If Σx is a seif-paired orbital digraph of some primitive group G described as in Table
3, then Aut(Σx) is known by [11, Theorem 1.2]. Thus, by Theorem 4.4, Lemmas 6.1 and
6.4, we have the following theorem.

Theorem 6.5. Let Γ = (V,E) be a connected G-semisymmetric pentavalent graph, and
{u,w} ∈ E. Assume that G is almost simple and acts primitively on both parts of Γ .
Assume that Gu and Gw are conjugate in G. Then Γ is a symmetric graph, and the
triple (Aut(Γ ), (Aut(Γ ))u, G) is listed in Table 4, where the fifth column gives the number
n of nonisomorphic graphs having the same automorphism group.

7. Proof of Theorem 1.1

Let Γ = (V,E) be a connected G-semisymmetric pentavalent graph, and let U and
W be the G-orbits on V . Assume that G acts primitively on both U and W . If either
|U | = 5 or G acts unfaithfully on one of U and W , then Γ is isomorphic to the complete
bipartite graph K5,5, desired as in (1) of Theorem 1.1. If G is almost simple then, by
Theorem 4.4, (5) and (6) of Theorem 1.1 follow from Theorems 5.10 and 6.5, respectively.
Thus, by Lemma 4.1, all that’s left now is to settle the case where G is an affine primitive
permutation group on U (and W ).

Assume G is an affine primitive permutation group on U (and W ). By Lemma 4.1,
soc(G) ∼= Zkp, where 1 6 k 6 4 and p is a prime. By Lemma 2.5, Aut(Γ ) contains a
subgroup which acts regularly on V , and so Γ is symmetric. If k = 1 then Γ has order
twice a prime, and so Theorem 1.1 (2) occurs by [5, Theorem 2.4 and Table 1].
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Let k > 1 from now on, and fix {u,w} ∈ E with u ∈ U and w ∈ W . Let v = u or w.
Then, by [24, Theorem 2.3], Gv acts faithfully on Γ (v), see also [21, Lemma 2.4]. Thus

(>) soc(G) ∼= Zkp, and Gv
∼= Z5, D10, AGL1(5), A5 or S5, where 2 6 k 6 4.

We first deal with the case where Gu and Gw are not conjugate in G.

Lemma 7.1. If Gu and Gw are not conjugate in G, then Theorem 1.1 (3) holds.

Proof. Assume that Gu and Gw are not conjugate in G. Noticing (>), if p > 5 then
both Gu and Gw are complements in G of the normal Sylow p-subgroup, and so they are
conjugate in G by the Schur-Zassenhaus Theorem, a contradiction. Thus p 6 5. Dealing
with G as a primitive subgroup of the symmetric group Spk , by calculation with GAP,
we conclude that pk = 53, and the following statements hold.

(i) Up to conjugacy, G is contained in a unique primitive subgroup of S125, say
X ∼= Z3

5:S5, and Z3
5:A5

∼= X ′ 6 G, where X ′ is the derived subgroup of X
which is also a primitive subgroup of S125. In particular, G = X or X ′, and
Gw
∼= Gu

∼= S5 or A5.
(ii) G has 5 conjugacy classes of (maximal) subgroups isomorphic to Gu.

(iii) Fix a point-stabilizerH1 of the primitive subgroupG of S125. We have NS125(G) ∼=
Z3

5:(Z4 × S5), and NNS125
(G)(H1) ∼= Z4 × S5.

(iv) There exists H2 6 G such H2
∼= H1, |H1 : (H1∩H2)| = 5, and H2 is not conjugate

to H1 in G. Let 〈β〉 be the center of NNS125
(G)(H1). Then H1, H2, Hβ

2 , Hβ2

2 and

Hβ3

2 are not conjugate in G.
(v) Let H1 = {Hx

1 | x ∈ A} and H2 = {Hx
2 | x ∈ G}. Then H2 contains exactly 5

members, each intersects H1 at a subgroup of index 5.

Then, by Lemma 5.2, we have a biprimitive Inn(G)-semisymmetric graph Γ (G) of valency
5. It is easily shown that, up to isomorphism the graph Γ (G) is independent of the choice
of G. In particular, Aut+(Γ (G)) & Z3

5 : S5.

Clearly, Γ (G) 6∼= K5,5, and so Aut+(Γ (G)) acts faithfully (and of course, primitively)
on both parts of Γ (G). By Lemma 4.1 and checking the order of those graphs in
Theorems 5.10 and 6.5, we conclude that Aut+(Γ (G)) is an affine primitive group on
each part of Γ (G). Then (>) holds for Aut+(Γ (G)), and thus the stabilizer of H1 in
Aut+(Γ (G)) has order a divisor of 120. It follows that Aut+(Γ (G)) ∼= Z3

5:S5. By Lemma
2.5, Γ (G) has an automorphism of order 2, which interchanges two parts of Γ (G). Then
Aut(Γ (G)) ∼= (Z3

5:S5):Z2.

Finally, without loss of generality, we may choose Gu = H1 and Gw = Hβi

2 for some
i ∈ {0, 1, 2, 3}. Define a map θ : U ∪W → H1 ∪H2 by

ux 7→ Hβixβ−i

1 , wy 7→ Hβiyβ−i

2 .

It is easily shown that θ is an isomorphism from Γ to Γ (G). Then the lemma follows. �

Before dealing with the conjugate case, we first present a example in the following,
which in fact includes all possible desired graphs. Consider Zkp as a k-dimensional row
vector space over the field Zp, and view every matrix in GLk(p) as an invertible linear
transformation of Zkp by right multiplication. For α ∈ GLk(p) and u ∈ Z2

p, define the

affine transformation tα,u : Zkp → Zkp by tα,u : v 7→ vα + u.
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Example 7.2. Let p be a prime.
(1) Suppose that k = 2, p ≡ ±1 (mod 5), and there exist nonzero b, c ∈ Zp with

c2b2 + b = −c3 and b4 + 3cb2 = −c2. Let α0 =

(
0 1
c b

)
. We have α5

0 = 1. Let

e1 = (1, 0) and set Sc,b = {e1α
i
0 | 0 6 i 6 4}. Then BCay(Z2

p, Sc,b) is connected and

of valency 5. Set X = {tα,u | α ∈ 〈α0〉,u ∈ Z2
p}, and identify X with the subgroup

of Aut+(BCay(Z2
p, Sc,b)) induced by X, see the second paragraph of Section 2. Then

BCay(Z2
p, Sc,b) is X-semisymmetric.

(2) Suppose that k = 4, p 6= 5 and d ∈ Zp with d5 = −1. Let

α0 =


0 1 0 0
0 0 1 0
0 0 0 1
d −d2 d3 −d4

 .

and e1 = (1, 0, 0, 0). Set Sd = {e1α
i
0 | 0 6 i 6 4} and X = {tα,u | α ∈ 〈α0〉,u ∈ Z2

p}.
Identify X with the subgroup of Aut+(BCay(Z4

p, Sd)) induced by X. Then BCay(Z4
p, Sd)

is a connected X-semisymmetric pentavalent graph. �

Let p be a prime with p ≡ ±1 (mod 5). The law of quadratic reciprocity, refer to [16,
Theorem 1, p.53], asserts that 5 is a quadratic residue (mod p). Then x2 − 5 = 0 has
exactly two solutions in Zp, denoted by

√
5 and −

√
5, respectively. For a, b ∈ Zp with

b 6= 0, write ab−1 as a
b
.

Lemma 7.3. Let Sc,d and X be as in Example 7.2 (1). Then the followings are true.

(1) If X is a primitive subgroup of AGL2(p), then p ≡ −1 (mod 5), c = −1 and

b = −1±
√

5
2

.
(2) There exists an involution β0 ∈ GLk(p) with 〈α0, β0〉 ∼= D10 and Sc,bβ0 = Sc,b if

and only if c = −1 and b = −1±
√

5
2

; in this case, {tα,u | α ∈ 〈α0, β0〉,u ∈ Z2
p} is a

primitive subgroup of AGL2(p).

Proof. We first prove part (1) of the lemma. Assume that X is a primitive subgroup
of AGL2(p). Then p ≡ −1 (mod 5) by [11, Theorem 1.1]. This implies that p − 1 6≡
0 (mod 10). Let b, c ∈ Zp \ {0} with c2b2 + b = −c3 and b4 + 3cb2 = −c2. Put f = b2

c
.

By b4 + 3cb2 = −c2, we have f 2 + 3f + 1 = 0. By c2b2 + b = −c3 and b2 = fc, we have
c3f + b = −c3, i.e., −b = c3(f + 1). Then c6(f + 1)2 = b2 = fc, and so c5(f + 1)2 = f .
Since (f + 1)2 = f 2 + 2f + 1 = −f , we have −c5f = f , and so c5 = −1 as f 6= 0. Noting
that c10 = 1, if c 6= −1 then p− 1 is divisible by 10, which is impossible. Thus we have

c = −1, or equivalently, b2 + b = 1. Then b = −1±
√

5
2

, as desired.

Now we prove part (2) of the lemma. Let ei = e1α
i−1
0 be as in Example 7.2 (1),

where i ∈ {1, 2, 3, 4, 5}. If c = −1 and b = −1±
√

5
2

, then

(
1 0
b −1

)
is one desired β0.

Conversely, suppose that 〈α0, β0〉 ∼= D10 and Sc,bβ0 = Sc,b for some β0 ∈ GL2(p). Then
the permutation on Sc,b induced by β0 is a product of two disjoint transpositions, say
(e2, e5)(e3, e4) without loss of generality. By straightforward calculation, we get c = −1,
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and then b = −1±
√

5
2

. Further calculation shows that 〈α0, β0〉 does not fixes any 1-
dimensional subspace of Z2

p. Then we have a primitive subgroup {tα,u | α ∈ 〈α0, β0〉,u ∈
Z2
p} of AGL2(p). This completes the proof. �

Lemma 7.4. Let Sd and X be as in Example 7.2 (2). If X is a primitive subgroup
of AGL4(p) then d = −1. If d = −1 there exists H 6 GL4(p) with H ∼= S5 such that
Sdα = Sdα for all α ∈ H, and {tα,u | α ∈ H,u ∈ Z4

p} is a primitive subgroup of AGL4(p).

Proof. Suppose that d 6= −1. By d5 = −1, we have d4− d3 + d2− d+ 1 = 0. Calculation
shows that 1 is an eigenvalue of α0 in Zp. It follows that X is not a primitive subgroup
of AGL4(p). This implies the first part of the lemma.

Assume that d = −1. Let ei = e1α
i−1
0 for i ∈ {1, 2, 3, 4, 5}. Noting that e1, e2, e3, e4 is

a basis of Z4
p, every permutation on {e1, e2, e3, e4} extends naturally an invertible linear

transformation of Z4
p, which fixes e5 = (−1,−1,−1,−1). It follows that GL4(p) has a

subgroup H ∼= S5 which fixes Sd. Finally, by [11, Lemma 3.4], {tα,u | α ∈ H,u ∈ Z4
p} is

a primitive subgroup of AGL4(p). This completes the proof. �

Corollary 7.5. Let Sc,b and Sd be as in Example 7.2. Then Aut+(BCay(Z2
p, S−1,b)) &

Z2
p:D10, and Aut+(BCay(Z4

p, S−1)) & Z4
p:S5.

Finally, the following lemma fulfills the proof of Theorem 1.1.

Lemma 7.6. If Gu and Gw are conjugate subgroups of G, then Theorem 1.1 (4) holds.

Proof. Assume that Gu and Gw are conjugate in G. By [11, Theorem 1.1], as an affine
primitive group on U , the group G is explicitly known; in particular, k = 2 or 4,
p ≡ ±1 (mod 5) if k = 4, and p 6= 5 if k = 4. By Lemma 2.6, we write Γ = BCay(Zkp, S),

where S is an H-orbit on Zkp for some H 6 GLk(p) with H ∼= Gu. Thus G is the

subgroup of Aut+(Γ ) induced by G0 := {tα,v | α ∈ H,v ∈ Zkp}, see the second paragraph

of Section 2. Noting that the vertex set of Γ is identified with Zkp × Z2, we choose

u = (0, 0), where 0 is the zero vector of Zkp.
Since Γ is connected, the digraph Cay(Zkp, S) is connected, and so S spans the vector

space Zkp. Then S contains a basis e1, e2, . . . , ek of Zkp. For each α ∈ GLk(p), it is easily

shown that Cay(Zkp, S) ∼= Cay(Zkp, Sα), and then Γ = BCay(Zkp, S) ∼= BCay(Zkp, Sα).
Thus, up to isomorphism, we choose ei with the ith coordinate 1 and all other coordinates
0 for i ∈ {1, 2, . . . , k}, and choose α0 ∈ H with α5

0 = 1 and eiα0 = ei+1 for i ∈
{1, 2, . . . , k − 1}. Then, by straightforward calculation, we conclude α0 is given as in
Example 7.2. We have S = Sc,b or Sd for k = 2 or 4, respectively.

Let A = Aut+(Γ ). By Lemma 2.5, Γ has an automorphism τ of order 2, which
interchanges two parts of Γ . Then Aut(Γ ) = A:〈τ〉. Clearly, A acts faithfully and
primitively on both parts of Γ . By Lemma 4.1, Theorems 5.10 and 6.5, we conclude
that A is an affine primitive group on each part of Γ . It follows from Lemma 7.1, Au
and Aw are conjugate in A, and thus A has a suborbit of length 5. By [11, Theorem
1.1], either k = 2 and |A| is a divisor of 10p2, or k = 4 and |A| is a divisor of 120p4.
Note that (>) holds for A, and every α ∈ GLk(p) with Sα = S induces an element of A.

Assume that k = 2. Then, by Lemma 7.3, c = −1 and b = −1±
√

5
2

. Recalling that |A|
is a divisor of 10p2, by Corollary 7.5, we conclude that A ∼= Z2

p:D10, and so Aut(Γ ) =
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A:〈τ〉 ∼= (Z2
p:D10):Z2. Let b1 = −1−

√
5

2
and b2 = −1+

√
5

2
. Then Γ = BCay(Zkp, S−1,b1) or

BCay(Zkp, S−1,b2). Take α =

(
1 0
−1 b2

)
. Calculation shows that S−1,b1α = S−1,b2 , and

thus BCay(Z2
p, S−1,b1)

∼= BCay(Z2
p, S−1,b2). Then (i) of Theorem 1.1 (4) follows.

Now let k = 4. Recall that (>) holds for A. If |Au| is odd then Au ∼= Z5; however, since
A is a primitive subgroup of AGL4(p), we have that d = −1 and Au should has a subgroup
isomorphic to S5 by Lemma 7.4, a contradiction. Thus |Au| is even, and then Au has a
subgroup isomorphic to D10. This implies that there exists an involution β0 ∈ GLk(p)
such that Sdβ0 = Sd and 〈α0, β0〉 ∼= D10. Recall that e1, e2, e3, e4 ∈ Sd and eiα0 = ei+1

for i ∈ {1, 2, 3}. Then Sd = {e1, e2, e3, e4, e4α0}. Without loss of generality, we assume
that β0 induces the permutation (e1, e4)(e2, e3) on Sd. Straightforward calculation shows
that −d2 = d3, yielding d = −1. It follows from Lemma 7.4 that Au has a subgroup
isomorphic to S5. Since |Au| is a divisor of 120, we have Au ∼= S5, and so Aut(Γ ) =
A:〈τ〉 ∼= (Z4

p:S5):Z2, desired as in (ii) of Theorem 1.1 (4). This completes the proof. �
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