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The k-power hypergraph G(k) is the k-uniform hypergraph 
that is obtained by adding k − 2 new vertices to each edge of 
a graph G, for k ≥ 3. A parity-closed walk in G is a closed 
walk that uses each edge an even number of times. In an 
earlier paper, we determined the eigenvalues of the adjacency 
tensor of G(k) using the eigenvalues of signed subgraphs of G. 
Here, we express the entire spectrum (that is, we determine 
all multiplicities and the characteristic polynomial) of G(k)

in terms of parity-closed walks of G. Moreover, we give an 
explicit expression for the multiplicity of the spectral radius 
of G(k). As a side result, we show that the number of parity-
closed walks of given length is the corresponding spectral 
moment averaged over all signed graphs with underlying 
graph G. By extrapolating the characteristic polynomial of 
G(k) to k = 2, we introduce a pseudo-characteristic function 
which is shown to be the geometric mean of the characteristic 
polynomials of all signed graphs on G. This supplements a 
result by Godsil and Gutman that the arithmetic mean of the 
characteristic polynomials of all signed graphs on G equals 
the matching polynomial of G.
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1. Introduction

For a given graph G = (V, E) and a sign function π : E → {±1}, we denote by φπ(λ)
the characteristic polynomial of the signed adjacency matrix of a signed graph Gπ on 
G. Let Π denote the set of all sign functions on E. Godsil and Gutman [18] proved the 
remarkable result that the arithmetic mean of the characteristic polynomials of all signed 
graphs with underlying graph G equals the matching polynomial α(λ) of G, i.e.,

α(λ) = 2−|E|
∑
π∈Π

φπ(λ).

The result of Godsil and Gutman was used by Marcus, Spielman, and Srivastava [25]
to show the existence of an infinite family of d-regular bipartite Ramanujan graphs, for 
any d ≥ 3.

The k-power hypergraph G(k) is the k-uniform hypergraph that is obtained by adding 
k − 2 new vertices to each edge of a graph G, for k ≥ 3 [22]. A parity-closed walk in G
is a closed walk that uses each edge an even number of times. In an earlier paper [5], 
we determined all eigenvalues of the adjacency tensor of G(k) using the eigenvalues of 
signed subgraphs of G.

Here, we will extend combinatorial methods that are common for ordinary graphs 
to power hypergraphs in the sense that we will find a relation between the spectral 
moments of G(k) and counts of parity-closed walks in G. In order to determine these 
spectral moments, we will mainly exploit the so-called trace formula for tensors by Shao, 
Qi, and Hu [27].

In particular, we will determine the entire spectrum (and the characteristic polyno-
mial) of G(k) by determining expressions for the multiplicities of the eigenvalues in terms 
of parity-closed walks of G. Moreover, we give an explicit expression for the multiplicity 
of the spectral radius ρ(G(k)).

Note that from the Perron-Frobenius Theorem (for matrices), it is known that the 
spectral radius of a connected graph is an eigenvalue of the graph with multiplicity 1, 
and the number of eigenvalues whose modulus is equal to the spectral radius is 2 (or 1) 
if and only if the spectrum is symmetric (or asymmetric). Part of the Perron-Frobenius 
Theorem has been generalized to tensors and it is known that the spectral radius of a 
uniform hypergraph is an eigenvalue [2]. Additionally, the number of distinct eigenvalues 
whose modulus is equal to the spectral radius (called the cyclic index) is l if and only if 
the spectrum of the hypergraph is l-symmetric [3,15,16]. However, the multiplicity of the 
spectral radius of a hypergraph is unknown. The cyclic index of a power hypergraph G(k)

has been proven to be k [21], which implies that the spectrum of the power hypergraph 
is k-symmetric. We consider the total multiplicity of eigenvalues of G(k) whose modulus 
is equal to the spectral radius ρ(G(k)) and thus obtain the multiplicity of ρ(G(k)).

As a side result (that has nothing to do with hypergraphs), we show that the number 
of parity-closed walks of given length in a graph G is the corresponding spectral mo-
ment averaged over all signed graphs with underlying graph G. We also extrapolate the 
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characteristic polynomial of G(k) to k = 2, thereby introducing a pseudo-characteristic 
function. Among other results, we show that this function is the geometric mean of 
the characteristic polynomials of all signed graphs on G and characterize when it is a 
polynomial. This supplements the result by Godsil and Gutman [18] that the arithmetic 
mean of the characteristic polynomials of all signed graphs on G equals the matching 
polynomial of G.

1.1. Organization of the paper

The rest of this paper is organized as follows: In Section 2, we introduce some notation 
and give some lemmas about the trace of tensors (Section 2.1), the spectral moments of 
hypergraphs (Section 2.2), and the spectral radius of signed graphs (Section 2.3).

In Section 3, we show that the number of parity-closed walks of given length in a 
graph G is the arithmetic mean of spectral moments of all signed graphs on G. This is 
not a result about hypergraphs, nor eigenvalues, but it will be used later in the paper.

Section 4 is the main part that relates concepts in the power hypergraph G(k) to 
concepts in G. The section is divided into a part on Eulerian walks in related digraphs 
(Section 4.1), a part on the number of spanning trees (Section 4.2), and a final part 
(Section 4.3), where we ultimately express the spectral moments of the power hypergraph 
in terms of counts of parity-closed walks in G in Proposition 4.8.

Our main results are obtained in Sections 5-7. Specifically, these results are presented 
in Theorems 5.1, 6.2, and 7.2.

In Section 5, eigenvalues and their multiplicities come into play. In Theorem 5.1, we 
determine expressions for the multiplicities and the characteristic polynomial of a power 
hypergraph G(k), all in terms of k, counts of parity-closed walks in G, and eigenvalues 
of signed subgraphs of G.

In Section 6, we extend the expressions for the characteristic polynomial of G(k) to 
the (hypothetical) case k = 2 and study the obtained pseudo-characteristic function. In 
particular, in Theorem 6.2 we show that it is the geometric mean of the characteristic 
polynomials of all signed graphs on G.

In Section 7, we finish the paper by determining the multiplicity of the spectral radius 
of a power hypergraph.

2. Preliminaries

In this section, we introduce some basic notation and give auxiliary lemmas on the 
trace of tensors, the spectral moments of hypergraphs, and the spectral radius of signed 
graphs.

2.1. The trace of tensors

For a positive integer n, let [n] = {1, . . . , n}. A k-order n-dimensional complex tensor 
A = (ti1···ik) is a multidimensional array with nk entries in C, where ij ∈ [n], j = 1, . . . , k. 
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For x = (x1, . . . , xn)� ∈ Cn, we let x[k−1] =
(
xk−1

1 , . . . , xk−1
n

)�. The i-th component of 
the vector Axk−1 ∈ Cn is defined as

(
Axk−1)

i
=

n∑
i2,...,ik=1

aii2···ikxi2 · · ·xik .

If there exists a nonzero vector x = (x1, x2, . . . , xn)� ∈ Cn such that Axk−1 = λx[k−1], 
then λ is called an eigenvalue of A and x is an eigenvector of A corresponding to λ [24,26]. 
The characteristic polynomial of A is defined as the resultant of the polynomial system 
(λx[k−1] − Axk−1) [26]. The (algebraic) multiplicity of an eigenvalue is the multiplicity 
as a root of the characteristic polynomial.

Also the trace of a tensor can be defined such that it generalizes the trace of a matrix. 
Shao, Qi, and Hu [27] obtained a useful expression for the trace of general tensors. Using 
this, we will give an expression for the spectral moments of a hypergraph H in terms of 
the number of connected subhypergraphs of H in Section 2.2.

In order to describe the tensor trace formula of Shao et al. [27], we introduce some 
related notation. Let Fd = {(i1α1, . . . , idαd) : 1 ≤ i1 ≤ · · · ≤ id ≤ n; α1, . . . , αd ∈
[n]k−1}. Let f = (i1α1, . . . , idαd) ∈ Fd, where ijαj ∈ [n]k, j = 1, . . . , d. For a k-order 
n-dimensional tensor A = (ai1···ik), let π(f) =

∏d
j=1 aijαj

. We will now construct a 
multi-digraph Df , in which we let (v1, v2) denote an arc from vertex v1 to vertex v2. 
For ijαj = ijv1 . . . vk−1, we let the set of arcs from ij to v1, v2, . . . , vk−1 be θ(ijαj) =
{(ij , v1), . . . , (ij , vk−1)}. Let Θ(f) be the multi-set 

⋃d
j=1 θ(ijαj). Let b(f) be the product 

of the factorials of the multiplicities of the arcs in Θ(f). Let c(f) be the product of the 
factorials of the outdegrees of all vertices in Θ(f). Denote the set of all closed walks 
using all arcs in Θ(f) by W(f).

Lemma 2.1. [27, (3.5)] Let A be a k-order n-dimensional tensor. Then

Trd(A) = (k − 1)n−1
∑
f∈Fd

b(f)
c(f)πf (A)|W(f)|.

2.2. The spectral moments of hypergraphs

A hypergraph H = (VH , EH) is called k-uniform if each edge of H contains exactly 
k vertices. Similar to the relation between graphs and matrices, there is a natural cor-
respondence between uniform hypergraphs and tensors. For a k-uniform hypergraph H
with n vertices, its adjacency tensor AH = (ai1i2...ik) is a k-order n-dimensional tensor, 
where

ai1i2...ik =
{

1
(k−1)! , if {i1, i2, . . . , ik} ∈ EH ,

0, otherwise.
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When k = 2, AH is the usual adjacency matrix of the graph H. The characteristic poly-
nomial of the adjacency tensor AH is called the characteristic polynomial of hypergraph 
H. We note that expressions for the coefficients of the characteristic polynomial of uni-
form hypergraphs have been obtained, by Clark and Cooper [6], but we will not use 
these.

It is known that the d-th order spectral moment of a graph G is equal to the d-th 
order trace of the adjacency matrix AG [9]. Similar to the case of graphs, the d-th order 
spectral moment Sd(H) of a hypergraph H (i.e., the sum of d-th powers of all eigenvalues 
of H) is equal to the d-th order trace Trd(AH) of the adjacency tensor AH [20].

From Lemma 2.1, we have

Sd(H) = Trd(AH) = (k − 1)|V (H)|−1
∑
f∈Fd

b(f)
c(f)πf (AH)|W(f)|. (2.1)

Without loss of generality, we only consider f = (i1α1, . . . , idαd) ∈ Fd for which 
πf (AH)|W (f)| �= 0. Let ijαj = ijv

(j)
1 v

(j)
2 . . . v

(j)
k−1 for all j ∈ [d]. Since πf (AH) =∏d

j=1(AH)ijαj
, we know that ej = {ij , v(j)

1 , v(j)
2 , . . . , v(j)

k−1} is a hyperedge of H. We 
interpret ijαj as the hyperedge ej with ij as the root. It implies that f consists of d
rooted hyperedges. We construct a k-uniform hypergraph Hf such that V (Hf ) =

⋃d
j=1 ej

and E(Hf ) =
⋃d

j=1 {ej}. Obviously, Hf is a subhypergraph of H. Consider next a set of 
representatives of isomorphic such subhypergraphs (so-called motifs)

Hd = {Ĥ : Hf
∼= Ĥ and πf (AH)|W (f)| �= 0 for some f ∈ Fd}.

For Ĥ ∈ Hd, let Fd(Ĥ) = {f : f consists of d rooted hyperedges of Ĥ and Hf
∼= Ĥ}. We 

use NH(Ĥ) to denote the number of subhypergraphs of H which are isomorphic to Ĥ. 
By (2.1), we have

Sd(H) = (k − 1)|V (H)|−1((k − 1)!)−d
∑

Ĥ∈Hd

NH(Ĥ)
∑

f∈Fd(Ĥ)

b(f)
c(f) |W(f)|.

We call the coefficient

cd(Ĥ) = ((k − 1)!)−d
∑

f∈Fd(Ĥ)

b(f)
c(f) |W(f)| (2.2)

the d-th order spectral moment coefficient of Ĥ. We note that for a graph G, the co-
efficient cd(G) equals the number of covering closed walks of length d, that is, closed 
walks that use each edge at least once. We thus give the following subgraph structure 
interpretation of the spectral moments of hypergraphs:

Sd(H) = (k − 1)|V (H)|−1
∑

Ĥ∈Hd

cd(Ĥ)NH(Ĥ). (2.3)
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How to reduce and calculate the d-th order spectral moment coefficient cd(Ĥ) is the key 
question in Section 4. Here we make a first few steps in this direction. For f ∈ Fd(Ĥ), we 
constructed in Section 2.1 a multi-digraph Df = (V (Df ), E(Df )) with V (Df ) = V (Ĥ)
and E(Df ) = Θ(f). Since W(f) is the set of all closed walks with all arcs in Θ(f), we 
know that |W(f)| �= 0 if and only if Df is Eulerian.

Because isomorphic graphs Df contribute the same to the spectral moment coefficient 
in (2.2), we consider the set of representatives of isomorphic Eulerian multi-digraphs

Dd(Ĥ) = {D : Df
∼= D is Eulerian for some f ∈ Fd(Ĥ)}.

Then

cd(Ĥ) = ((k − 1)!)−d
∑

D∈Dd(Ĥ)

|{f : f ∈ Fd(Ĥ) and Df
∼= D}|b(f)

c(f) |W(f)|. (2.4)

In (2.4), |W(f)| is the number of the Eulerian walks in D. An expression for the number 
of the Eulerian walks in a multi-digraph was given by the so-called “BEST Theorem” 
[17].

Lemma 2.2. [17, Theorem 6] Let D = (V (D), E(D)) be a Eulerian multi-digraph. Let 
b(D) denote the product of the factorials of the multiplicities of the arcs in E(D). Then 
the number of Eulerian walks in D is

|E(D)|
b(D) t(D)

∏
v∈V (D)

(deg+
D(v) − 1)!,

where deg+
D(v) is the outdegree of vertex v and t(D) is the number of spanning trees of 

D.

In (2.4), we have b(f) = b(D) and c(f) =
∏

v∈V (D) deg+
D(v)!. From Lemma 2.2, we 

get the following expression for the d-th order spectral moment coefficient of a fixed 
hypergraph Ĥ.

Lemma 2.3. The d-th order spectral moment coefficient of a k-uniform hypergraph Ĥ is

cd(Ĥ) = d(k − 1)((k − 1)!)−d
∑

D∈Dd(Ĥ)

∣∣∣{f : f ∈ Fd(Ĥ) and Df
∼= D}

∣∣∣ t(D)∏
v∈V (D) deg+

D(v)
.

We will use this result to further reduce the spectral moment coefficients of power 
hypergraphs in Section 4.

The spectrum of a hypergraph is said to be k-symmetric if it is invariant under a 
rotation of an angle 2π/k in the complex plane [7]. The spectrum of a k-power hypergraph 
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is indeed k-symmetric [21], and hence Sd(G(k)) = 0 for k � d. Note that Lemma 2.4
below shows k-symmetry of the eigenvalues, but it does not say anything about the 
corresponding multiplicities.

From (2.3), we then have

Sd(G(k)) =
{

(k − 1)|V (G(k))|−1∑
Ĝ∈Gd

cd(Ĝ(k))NG(Ĝ), k | d,
0, k � d,

(2.5)

where Gd = {Ĝ: Ĝ is a non-empty subgraph of G and Dd(Ĝ(k)) �= ∅}.

2.3. Signed graphs and the spectral radius

All the distinct eigenvalues of the power hypergraph G(k) are given by eigenvalues of 
signed subgraphs as follows [5].

Lemma 2.4. [5] The complex number λ is an eigenvalue of G(k) if and only if

(a) some signed induced subgraph of G has an eigenvalue σ such that σ2 = λk, when 
k = 3;

(b) some signed subgraph of G has an eigenvalue σ such that σ2 = λk, when k ≥ 4.

We call signed graphs Gπ and Gπ′ switching equivalent if there is a diagonal matrix D
with diagonal entries ±1 such that A(Gπ′) = D−1A(Gπ)D. Clearly, switching equivalent 
signed graphs have the same spectrum. The signed graphs G+ and G− are the ones with 
all signs +1 and all signs −1, respectively. If Gπ is switching equivalent to G+, then Gπ

is called a balanced signed graph. Note that G+ and G− are switching equivalent if and 
only if G is bipartite.

Lemma 2.5. [28, Theorem 3.1] A signed graph Gπ contains a balanced spanning subgraph, 
say Hπ̃, which satisfies λmax(Gπ) ≤ λmax(Hπ̃) = ρ(H).

We obtain the following result from Lemma 2.5.

Lemma 2.6. Let G be a connected graph and π ∈ Π. Then ρ(Gπ) ≤ ρ(G), with equality 
if and only if Gπ is switching equivalent to G+ or G−. Moreover, Gπ has an eigenvalue 
ρ(G) if and only if it is switching equivalent to G+, and it has an eigenvalue −ρ(G) if 
and only if it is switching equivalent to G−.

Proof. Note that ρ(Gπ) = max{λmax(Gπ), λmax(G−π)}. It is clear that if Gπ is switching 
equivalent to G+, then it has an eigenvalue ρ(G), and if it is switching equivalent to G−, 
then it has an eigenvalue −ρ(G), hence in both cases ρ(Gπ) = ρ(G).
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From Lemma 2.5, we have that ρ(Gπ) = λmax(G±π) ≤ ρ(H) ≤ ρ(G). If equality holds, 
then H = G, and hence G±π = Hπ̃, which is balanced, i.e., Gπ is switching equivalent 
to G+ or G−.

If Gπ has an eigenvalue ρ(G), and it would not be switching equivalent to G+, then by 
the above it must be switching equivalent to G−, in which case it also has an eigenvalue 
−ρ(G). But then G is bipartite, in which case G+ is switching equivalent to G−, and 
hence to Gπ after all. Similarly it follows that if Gπ has an eigenvalue −ρ(G), then it is 
switching equivalent to G−. �
3. The number of parity-closed walks via spectral moments of signed graphs

Our first goal is to show that the number of parity-closed walks Pd of length d in a 
graph G is the arithmetic mean of spectral moments of all signed graphs with underlying 
graph G. Although this result does not concern hypergraphs, it will become relevant when 
we apply the results on hypergraphs in Section 6.

Recall that Π denotes the set of all sign functions on the edge set E of G.

Theorem 3.1. Let G be a graph. Then

Pd = 2−|E|
∑
π∈Π

Sd(Gπ).

Proof. We denote the edges of G by e1, e2, . . . , em, where m = |E|. Let A =
A(a1, a2, . . . , am) denote the variable adjacency matrix of G with entries

Auv =
{

ai, if {u, v} = ei,

0, otherwise,

where ai is a variable for each i ∈ [m]. Let Wd be the set of all closed walks of length d
in G. For w ∈ Wd, let ti(w) be the number of times edge ei is used in the closed walk w. 
The d-th order trace of the variable adjacency matrix A is a homogeneous polynomial 
of degree d with respect to a1, a2, . . . , am, i.e.,

trace(Ad) =
∑

w∈Wd

∏
ei∈E(w)

a
ti(w)
i .

If ti(w) is even for every ai ∈ E(w), then the closed walk w is a parity-closed walk in G. 
In order to account for parity-closed walks only, we will remove all monomials containing 
variables of odd degree from trace(Ad). We then obtain the number of such walks by 
substituting a1 = a2 = · · · = am = 1.

Let fai
be an operation on a polynomial p such that

fai
◦ p(a1, a2, . . . , am) = 1

p(a1, . . . , ai, . . . , am) + 1
p(a1, . . . ,−ai, . . . , am).
2 2
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It follows that fai
◦p is a polynomial obtained by removing all terms for which the degree 

of ai is odd in the polynomial p. We therefore have to use m such operations, and observe 
that

fam
◦ fam−1 ◦ · · · ◦ fa1 ◦ p(a1, a2, . . . , am) = 2−m

∑
π∈Π

p(π(e1)a1, π(e2)a2, . . . , π(em)am)

Thus, the number of parity-closed walks of length d equals

Pd =
(
fam

◦ fam−1 ◦ · · · ◦ fa1 ◦ trace(Ad)
)
|a1=a2=···=am=1

= 2−|E|
∑
π∈Π

trace(A(Gπ)d) = 2−|E|
∑
π∈Π

Sd(Gπ). �

4. The spectral moments of power hypergraphs via the number of parity-closed walks

Let G(m) be the set of all connected non-empty unlabeled subgraphs (so-called motifs) 
of G with at most m edges. For Ĝ ∈ G(m), let NG(Ĝ) denote the number of subgraphs 
of G isomorphic to Ĝ. A closed walk in Ĝ is called covering if it uses each edge at least 
once. We use pd(Ĝ) to denote the number of covering parity-closed walks of length d in 
Ĝ. Define a function

Sd(k) =
{

(k − 1)|V |+|E|(k−2)−1 ∑
Ĝ∈G( d

k
)

2|E(Ĝ)|−|V (Ĝ)|k|E(Ĝ)|(k−3)+|V (Ĝ)|

(k−1)|V (Ĝ)|+|E(Ĝ)|(k−2)−1 p 2d
k

(Ĝ)NG(Ĝ), k | d,

0, k � d,

(4.1)

that depends on G, d, k and involves parity-closed walks. By substituting k = 2 in (4.1), 
it follows that

Sd(2) =
∑

Ĝ∈G( d
2 )

pd(Ĝ)NG(Ĝ) = Pd, (4.2)

so the definition Sd(k) extends a natural decomposition of counting parity-closed walks 
in G to larger k.

The goal of this section is to show that Sd(k) is an expression for the spectral moments 
of the power hypergraph G(k) for k ≥ 3. In order to accomplish this, we first need to 
look closer at the Eulerian digraphs Df and their numbers of spanning trees.

4.1. Eulerian digraphs

A vertex v ∈ V (G(k)) \V (G) is called a core vertex of G(k). For {i, j} ∈ E(G), we use 
{i, j}(k) to denote the hyperedge of G(k) formed by adding k − 2 core vertices to {i, j}. 
We denote the set of core vertices in {i, j}(k) by Nij .

We provide the following lemma to give the multiplicity of every arc of the multi-
digraph D in Dd(Ĝ(k)). This will allow us to find all multi-digraphs D ∈ Dd(Ĝ(k)) to 
compute the spectral moment coefficient cd(Ĝ(k)) from Lemma 2.3.
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Lemma 4.1. Let k ≥ 3. For D ∈ Dd(Ĝ(k)), let mD(v, u) denote the multiplicity of the 
arc (v, u) in E(D). Let {i, j} ∈ E(Ĝ). Then mD(v, u) = mD(v, u′) for any three distinct 
vertices v, u, u′ in {i, j}(k) and mD(i, j) + mD(j, i) = 2mD(v, i) = 2mD(v, j) for every 
core vertex v of {i, j}(k).

Proof. From the construction of Df
∼= D, it follows that mD(v, u) = mD(v, u′) for any 

three distinct vertices v, u, u′ in {i, j}(k).
Because a core vertex v ∈ Nij occurs in only one hyperedge, it follows that deg+

D(v) =∑
u∈{i,j}(k)\{v} mD(v, u) = (k − 1)mD(v, i) and

deg−D(v) =
∑

u∈{i,j}(k)\{v}

mD(u, v)

= mD(i, v) + mD(j, v) +
∑

u∈Nij\{v}
mD(u, v)

= mD(i, j) + mD(j, i) +
∑

u∈Nij\{v}
mD(u, i).

Since D ∈ Dd(Ĝ(k)) is Eulerian, we have deg−D(v) = deg+
D(v). It yields that

kmD(v, i) = mD(i, j) + mD(j, i) +
∑

u∈Nij

mD(u, i) (4.3)

for all v ∈ Nij . It follows that mD(v, i) = mD(u, i) for any v, u ∈ Nij . By (4.3), we have 
mD(i, j) + mD(j, i) = 2mD(v, i) = 2mD(v, j) for all v ∈ Nij . �

For D ∈ Dd(Ĝ(k)), let D∗ be the multi-digraph obtained by removing all core vertices 
from D and let D∗ = D∗

d(Ĝ(k)) = {D∗ : D ∈ Dd(Ĝ(k))}. It follows from Lemma 4.1
that there is a one-one correspondence between Dd(Ĝ(k)) and D∗

d(Ĝ(k)), i.e., D can be 
reconstructed from D∗ using the derived equations in the statement of Lemma 4.1.

Lemma 4.2. Let k ≥ 3 and D ∈ Dd(Ĝ(k)). Then D∗ is Eulerian.

Proof. From Lemma 4.1, we have that

deg+
D(i) =

∑
j:{i,j}∈E(Ĝ)

(k − 1)mD(i, j)

and

deg−D(i) =
∑

̂
⎛⎝mD(j, i) +

∑
v∈Nij

mD(v, i)

⎞⎠

j:{i,j}∈E(G)
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=
∑

j:{i,j}∈E(Ĝ)

(
mD(j, i) + (k − 2)mD(i, j) + mD(j, i)

2

)

for any i ∈ V (Ĝ). Since D is Eulerian, we have deg+
D(i) = deg−D(i), which implies that∑

j:{i,j}∈E(Ĝ)

mD(i, j) =
∑

j:{i,j}∈E(Ĝ)

mD(j, i),

i.e., deg+
D∗(i) = deg−D∗(i) for i ∈ V (Ĝ) = V (D∗). Thus, D∗ is Eulerian. �

Using Lemma 4.1, we can now give an intuitive description of the set Gd from (2.5). 
Recall that G(m) is the set of all connected non-empty unlabeled subgraphs (motifs) of 
G = (V, E) with at most m edges.

Lemma 4.3. Let k ≥ 3. Then Gd = G( d
k ) and |E(D∗)| = 2d

k for D ∈ Dd(Ĝ(k)).

Proof. We will first prove that Gd ⊆ G( d
k ).

For any Ĝ ∈ Gd and D ∈ Dd(Ĝ(k)), first note that |E(D)| = d(k − 1). On the other 
hand, using Lemma 4.1, we have that

|E(D)| =
∑

{i,j}∈E(Ĝ)

∑
u,v∈{i,j}(k)

u �=v

mD(u, v)

=
∑

{i,j}∈E(Ĝ)

⎛⎝ ∑
v∈{i,j}(k)\{i}

mD(i, v) +
∑

v∈{i,j}(k)\{j}

mD(j, v) +
∑

u∈Nij

∑
v∈{i,j}(k)\{u}

mD(u, v)

⎞⎠
=

∑
{i,j}∈E(Ĝ)

⎛⎝(k − 1)mD(i, j) + (k − 1)mD(j, i) +
∑

u∈Nij

∑
v∈{i,j}(k)\{u}

mD(u, v)

⎞⎠ .

Because mD(u, v) = mD(i,j)+mD(j,i)
2 for any u ∈ Nij and any v ∈ {i, j}(k) \ {u}, it now 

readily follows that

|E(D)| = k(k − 1)
∑

{i,j}∈E(Ĝ)

mD(i, j) + mD(j, i)
2 .

Since |E(D)| = d(k − 1), we thus have that

∑
{i,j}∈E(Ĝ)

mD(i, j) + mD(j, i)
2 = d

k
. (4.4)

From Lemma 4.1, we know that mD(i,j)+mD(j,i)
2 is a positive integer for any {i, j} ∈

E(Ĝ). Hence we obtain that |E(Ĝ)| ≤ d , i.e., Ĝ ∈ G( d ).
k k
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From (4.4), it also follows that

|E(D∗)| =
∑

i∈V (Ĝ)

degD∗(i) =
∑

i∈V (Ĝ)

∑
j:{i,j}∈E(Ĝ)

mD(i, j)

=
∑

{i,j}∈E(Ĝ)

mD(i, j) + mD(j, i) = 2d
k
.

Finally, we will show that Gd ⊇ G( d
k ). For any Ĝ ∈ G( d

k ), there exists a closed walk w
in Ĝ with length 2d

k such that all edges of Ĝ are used an even number of times. We first 
construct the multi-digraph Dw = (V (Ĝ), E(w)) without core vertices from the closed 
walk w. Then Dw is clearly Eulerian. Recall that mDw

(i, j) denotes the multiplicity of 
the arc (i, j) in E(w), and note that mDw (i,j)+mDw (j,i)

2 is a positive integer. Next, we will 
add core vertices and their incident arcs to Dw in order to obtain a multi-digraph D. For 
any {i, j} ∈ E(Ĝ) and any core vertex v ∈ Nij , we construct D such that mD(v, u) =
mDw (i,j)+mDw (j,i)

2 for any u ∈ {i, j}(k) \ {v} and mD(i, v) = mD(i, j) = mDw
(i, j). It is 

easy to see that D is Eulerian and D ∈ Dd(Ĝ(k)), i.e., Dd(Ĝ(k)) is not empty, since Dw

is Eulerian. Thus, Ĝ ∈ Gd. �
An additional consequence of the above proof is that every covering parity-closed walk 

w gives rise to a Eulerian walk in some D∗ = Dw ∈ D∗
d(Ĝ(k)) = D∗. This leads to the 

following result.

Lemma 4.4. Let k ≥ 3 and Ĝ ∈ G( d
k ). Then

p2d/k(Ĝ) =
∑

D∗∈D∗

|E(D∗)|
b(D∗)

∏
v∈V (D∗)

(deg+
D∗(v) − 1)!t(D∗).

Proof. As remarked, every covering parity-closed walk w gives rise to a Eulerian walk 
in some D∗. On the other hand, consider a Eulerian walk in some D∗ ∈ D∗. First, note 
that the walk gives rise to a covering closed walk in the underlying graph Ĝ. Next, let 
D be the corresponding multi-digraph in Dd(Ĝ(k)). Then mD(i, j) = mD∗(i, j) for any 
two non-core vertices i, j. By Lemma 4.1, we have mD(i, j) + mD(j, i) = 2mD(v, i) for 
every core vertex v of {i, j}(k), and hence mD∗(i, j) +mD∗(j, i) is even. This implies that 
every edge in the corresponding walk is covered an even number of times, and hence 
the (covering) walk is parity-closed. The result now follows by Lemma 2.2 (the “BEST 
theorem”). �
4.2. The number of spanning trees

In order to obtain the spectral moments of G(k) from (2.5), we need to further reduce 
the spectral moment coefficients cd(Ĝ(k)), and hence we have to reduce the number of 
spanning trees t(D) from Lemma 2.3. By the Matrix-Tree theorem [11] and an expression 
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for the determinant involving the Schur complement [1], the number of spanning trees 
of a larger graph can be reduced to the number of spanning trees of a smaller weighted 
graph [8,13,19,29]. Using a similar trick, we reduce the number of spanning trees t(D)
of the digraph D to t(D∗) as follows.

Lemma 4.5. Let k ≥ 3 and D ∈ Dd(Ĝ(k)). Then

t(D) = t(D∗)k|E(Ĝ)|(k−3)+|V (Ĝ)|−12|E(Ĝ)|−V (Ĝ)+1
∏

{i,j}∈E(Ĝ)

(
mD∗(i, j) + mD∗(j, i)

2

)k−2

.

(4.5)

Proof. We write the Laplacian matrix of D as a block matrix

LD =
[
M N
P Q

]
.

The matrix M is a |V (Ĝ)| × |V (Ĝ)| matrix, with Mii = deg+
D(i) and Mij = −mD(i, j)

for i ∈ V (Ĝ).
Denote the edges of G by e1, e2, . . . , e|E(Ĝ)|. The matrix Q is a block diagonal matrix 

with diagonal blocks Qmm = mD(i,j)+mD(j,i)
2 (kI −J), where {i, j} = em, I is an identity 

matrix and J is an all-ones matrix of size (k − 2) × (k − 2).
The matrix N is a block matrix with |V (Ĝ)| ×|E(Ĝ)| blocks as follows. Let 1 be the all-

ones column vector of size (k−2). Then Nim = −mD(i, j)1� if em = {i, j} and Nim = 0
if i /∈ em. Similarly, the matrix P is a block matrix with blocks Pmi = −mD(i,j)+mD(j,i)

2 1
if em = {i, j} and Pmi = 0 if i /∈ em.

Let L̂D denote the submatrix of LD obtained by deleting the first row and column. 
Then we can write it as block matrix

L̂D =
[
M̂ N̂

P̂ Q

]
.

From the Matrix-tree Theorem [11], we have t(D) = det(L̂D). Note that the matrix 
Q is invertible and (Q−1)mm = (Qmm)−1 = k−1(mD(i, j) + mD(j, i))−1(2I + J), where 
{i, j} = em. From the determinant formula involving the Schur complement [1], we have

t(D) = det(L̂D) = det(Q)det(M̂ − N̂Q−1P̂ ). (4.6)

Furthermore,

(
M̂ − N̂Q−1P̂

)
ii

= M̂ii −

∣∣∣E(Ĝ)
∣∣∣∑
N̂im

(
Q−1)

mm
P̂mi
m=1
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= deg+
D(i) −

∑
j:{i,j}∈E(Ĝ)

(2k)−1mD(i, j)1�(2I + J)1

= deg+
D(i) − k − 2

2
∑

j:{i,j}∈E(Ĝ)

mD(i, j)

= (k − 1)deg+
D∗(i) −

k − 2
2 deg+

D∗(i) = k

2deg+
D∗(i)

and

(
M̂ − N̂Q−1P̂

)
ij

= M̂ij −

∣∣∣E(Ĝ)
∣∣∣∑

m=1
N̂im

(
Q−1)

mm
P̂mj

= −mD(i, j) − k − 2
2 mD(i, j) = −k

2mD∗(i, j).

Thus, for the Schur complement, we have M̂ − N̂Q−1P̂ = k
2 L̂D∗ , where L̂D∗ is obtained 

from the Laplacian matrix of D∗ by removing the same row and column as in M . Hence 
det(M̂ − N̂Q−1P̂ ) = det(k2 L̂D∗) = (k2 )|V (Ĝ)|−1t(D∗).

Note also that if em = {i, j}, then

det(Qmm) =
(
mD∗(i, j) + mD∗(j, i)

2

)k−2

det(kI − J)

= 2kk−3
(
mD∗(i, j) + mD∗(j, i)

2

)k−2

.

By (4.6), we thus have that

t(D) = (k2 )|V (Ĝ)|−1t(D∗)det(Q) = (k2 )|V (Ĝ)|−1t(D∗)
|E(Ĝ)|∏
m=1

det(Qmm)

= t(D∗)k|E(Ĝ)|(k−3)+|V (Ĝ)|−12|E(Ĝ)|−V (Ĝ)+1

×
∏

{i,j}∈E(Ĝ)

(
mD∗(i, j) + mD∗(j, i)

2

)k−2

. �

4.3. The number of covering closed walks

In a related paper [4], the spectral moment coefficients of power hypertrees were 
reduced to the spectral moment coefficients of trees as follows.
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Lemma 4.6. [4] Let k ≥ 3 and let T̂ be a tree. Then

c�k(T̂ (k)) = k|E(T̂ )|(k−2)+1

2(k − 1)|V (T̂ )|+|E(T̂ )|(k−2)−1
c2�(T̂ ).

Note that c2�(T̂ ) is the number of covering closed walks of length 2	 in T̂ . We recall 
that a closed walk in which every edge is used an even number of times is called a 
parity-closed walk and that we denote the number of covering parity-closed walks of 
length 2	 in Ĝ by p2�(Ĝ). It is clear that for trees, every closed walk is parity-closed, so 
c2�(T̂ ) = p2�(T̂ ).

Lemma 4.6 does not hold in the case of general graphs, but using the earlier results 
in this section, it can be generalized as follows.

Lemma 4.7. Let k ≥ 3 and let Ĝ ∈ G(	). Then

c�k(Ĝ(k)) = 2|E(Ĝ)|−|V (Ĝ)|k|E(Ĝ)|(k−3)+|V (Ĝ)|

(k − 1)|V (Ĝ)|+|E(Ĝ)|(k−2)−1
p2�(Ĝ). (4.7)

Proof. From the spectral moment coefficient in Lemma 2.3, we have

c�k(Ĝ(k)) = 	k(k − 1)((k − 1)!)−�k
∑

D∈D�k(Ĝ(k))

∣∣∣{f : f ∈ F�k(Ĝ(k)) and Df
∼= D}

∣∣∣ t(D)∏
v∈V (D) deg+

D(v)
.

(4.8)

First recall how Df
∼= D is constructed from 	k rooted hyperedges of Ĝ(k). In order 

to count the number of f that give rise to a given D, note that we can permute the 
k − 1 non-roots of each hyperedge (without changing Df ). We can also permute the 
hyperedges with the same root. If this root is a core vertex, then this however leads to 
the same f because the permuted hyperedges are the same. If the root, i say, is not a 
core vertex, then it occurs deg+

D∗(i) times, but again, permuting the same hyperedges 
(with hyperedge {i, j}(k) with root i occurring mD∗(i, j) times) leads to the same f . This 
implies that

∣∣∣{f : f ∈ F�k(Ĝ(k)) and Df
∼= D}

∣∣∣ = ((k − 1)!)�k
∏

i∈V (Ĝ)(deg+
D∗(i))!∏

(i,j)∈E(D∗) mD∗(i, j)! . (4.9)

From Lemma 4.1, it follows that if v ∈ Nij , then deg+
D(v) = (k − 1)mD(i,j)+mD(j,i)

2 , 
which implies that∏

deg+
D(v) =

∏
∗

deg+
D(v)

∏
∗

deg+
D(v)
v∈V (D) v∈V (D ) v∈V (D)\V (D )
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=
∏

v∈V (D∗)

(k − 1)deg+
D∗(v)

∏
{i,j}∈E(Ĝ)

(
(k − 1)mD∗(i, j) + mD∗(j, i)

2

)k−2

= (k − 1)|V (Ĝ)|+(k−2)|E(Ĝ)|
∏

v∈V (Ĝ)

deg+
D∗(v)

∏
{i,j}∈E(Ĝ)

(
mD∗(i, j) + mD∗(j, i)

2

)k−2

.

(4.10)

Next, recall that there is a one-one correspondence between D∗ = D∗
d(Ĝ(k)) and 

Dd(Ĝ(k)). After substituting (4.5), (4.9) and (4.10) into (4.8), eliminating and collecting 
terms, we then obtain that

c�k(Ĝ(k)) = 	
k|E(Ĝ)|(k−3)+|V (Ĝ)|2|E(Ĝ)|−|V (Ĝ)|+1

(k − 1)|V (Ĝ)|+|E(Ĝ)|(k−2)−1

∑
D∗∈D∗

∏
v∈V (D∗)(deg+

D∗(v) − 1)!t(D∗)∏
(i,j)∈E(D∗) mD∗(i, j)!

= 2|E(Ĝ)|−|V (Ĝ)|k|E(Ĝ)|(k−3)+|V (Ĝ)|

(k − 1)|V (Ĝ)|+|E(Ĝ)|(k−2)−1

∑
D∗∈D∗

|E(D∗)|
b(D∗)

∏
v∈V (D∗)

(deg+
D∗(v) − 1)!t(D∗),

where in the second equality, we used that |E(D∗)| = 2	 by Lemma 4.3 and b(D∗) equals 
the product of the factorials of the multiplicities of the edges. By Lemma 4.4, (4.7) now 
follows. �

From (2.5), (4.1), Lemmas 4.3 and 4.7, we finally obtain our claimed expression for 
the spectral moment of k-power hypergraphs.

Proposition 4.8. Let k ≥ 3. Then

Sd(G(k)) = Sd(k).

5. The characteristic polynomial of power hypergraphs

So far, we have used the “trace formula” for tensors to derive the spectral moments of 
the power hypergraph G(k). From Lemma 2.4, we can find the eigenvalues of G(k) from 
the eigenvalues of the signed graphs on G. In this section, we will discuss how to derive 
the multiplicities of the eigenvalues using these eigenvalues, numbers of parity-closed 
walks in G, and spectral moments. The derived expressions will depend explicitly on k.

Let Σ denote the set of squares of the nonzero eigenvalues of all signed subgraphs of 
G, let ς = |Σ|, and denote the elements of Σ by σ2

1 , σ
2
2 , . . . , σ

2
ς .

By Lemma 2.4 and the fact that the spectrum of G(k) is k-symmetric [21] (see also 
[27, Theorem 3.1]), we can write the characteristic polynomial φk(λ) of G(k) as

φk(λ) = λμ0(k)
ς∏

(λk − σ2
i )μi(k), (5.1)
i=1
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where μi(k) is the multiplicity of the corresponding eigenvalues λ. Note that σ2
i ∈ Σ does 

not necessarily give rise to an eigenvalue of G(3) if ±|σi| is not an eigenvalue of a signed 
induced subgraph. In this case, we have μi(3) = 0. Let

M =

⎡⎢⎢⎢⎣
σ2

1 σ2
2 · · · σ2

ς

σ4
1 σ4

2 · · · σ4
ς

...
...

. . .
...

σ2ς
1 σ2ς

2 · · · σ2ς
ς

⎤⎥⎥⎥⎦
be a matrix of coefficients. Then M is invertible (cf. Vandermonde). Let the multiplicity 
vector be μ(k) = (μ1(k), μ2(k), . . . , μς(k))� and the spectral moments vector be S(k) =(
Sk(G(k)),S2k(G(k)), . . . ,Sςk(G(k))

)�.
From (5.1), the spectral moments can be written as S�k(G(k)) =

∑ς
i=1 kμi(k)σ2�

i for 
all positive integers 	, which leads to the (nonsingular) system of equations

kMμ(k) = S(k)

for the multiplicities.
Next, we will rewrite S(k) using the subgraph structural interpretation (4.1) of the 

spectral moments (Proposition 4.8). Let χ = |G(ς)|, denote the (non-isomorphic) sub-
graphs of G with at most ς edges by Ĝ1, Ĝ2, . . . , Ĝχ and let the parity-closed walk matrix 
be

P =

⎡⎢⎢⎢⎢⎣
p2(Ĝ1) p2(Ĝ2) · · · p2(Ĝχ)
p4(Ĝ1) p4(Ĝ2) · · · p4(Ĝχ)

...
...

. . .
...

p2ς(Ĝ1) p2ς(Ĝ2) · · · p2ς(Ĝχ)

⎤⎥⎥⎥⎥⎦ .

Moreover, consider the subgraph number vector N =
(
NG(Ĝ1), NG(Ĝ2), . . . , NG(Ĝχ)

)�
and the diagonal χ × χ matrix D(k) with

(D(k))ii = 2|E(Ĝi)|−|V (Ĝi)|k|E(Ĝi)|(k−3)+|V (Ĝi)|

(k − 1)|V (Ĝi)|+|E(Ĝi)|(k−2)−1

for i ∈ [χ]. From Proposition 4.8 and (4.1), with the additional remark that p2�(Ĝi) = 0
when |E(Ĝi)| > 	 (i.e., P�i = 0 when Ĝi /∈ G(	)), we then have

S�k(G(k)) = (k − 1)|V |+(k−2)|E|−1
χ∑

i=1
D(k)iiP�iNi,

and hence
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μ(k) = k−1M−1S(k) = (k − 1)|V |+(k−2)|E|−1

k
M−1PD(k)N.

Thus, we have expressions for the multiplicities in μ(k). The remaining multiplicity 
μ0(k) clearly follows from these, and we may conclude the following result.

Theorem 5.1. Let k ≥ 3. Then the characteristic polynomial of G(k) is

φk(λ) = λμ0(k)
ς∏

i=1
(λk − σ2

i )μi(k),

where μi(k) = (k−1)|V |+(k−2)|E|−1

k (M−1PD(k)N)i for i ∈ [ς] and

μ0(k) = (|V | + (k − 2)|E|)(k − 1)|V |+(k−2)|E|−1 − k
ς∑

i=1
μi(k).

For example, for G = C3, it is easy to get Σ = {σ2
1 , σ

2
2 , σ

2
3} = {1, 2, 4}, which implies 

that M =

⎛⎜⎝ 1 2 4
1 4 16
1 8 64

⎞⎟⎠. Note that G(3) = {P2, P3, C3} and N = (3, 3, 1)�. From 

Lemma 4.4, we get P =

⎛⎜⎝ 2 0 0
2 4 0
2 12 24

⎞⎟⎠. From Theorem 5.1, the following result from 

[10] can be obtained as a consequence.

Corollary 5.2. [10, Theorem 4.2] For k ≥ 3, the characteristic polynomial of C(k)
3 is

φk(λ) = λa(λk − 1)b(λk − 2)c(λk − 4)d,

where ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
a = 3(k − 1)3k−3 − 3kk−1(k − 1)2k−3 + 3k2k−3(k − 1)k−2 − 3k3k−6

b = 3kk−2(k − 1)2k−3 − 6k2k−4(k − 1)k−2 + 8k3k−7

c = 3k2k−4(k − 1)k−2 − 6k3k−7

d = k3k−7.

6. The geometric mean of the characteristic polynomials of all signed graphs with the 
same underlying graph

Using the expression in Theorem 5.1, we can extend the characteristic polynomial 
φk(λ) of a power hypergraph to k = 2. We thus define the pseudo-characteristic function
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β(λ) ≡ φ2(λ) = λμ0(2)
ς∏

i=1
(λ2 − σ2

i )μi(2),

where μi(2) = 1
2 (M−1PN)i for i ∈ [ς] (note that D(2) = I) and μ0(2) = |V | −

2 
∑ς

i=1 μi(2). Note that β(λ) is not a polynomial, in general, because the μi(2) are 
not necessarily integer for i = 0, 1, . . . , ς.

It is important to note that also for k = 2, the “spectral moments” (of β(λ)) are 
determined by the equation 2Mμ(2) = S(2). On the other hand, we defined μ(2) =
1
2M−1PN , which implies by (4.2) that

S(2) = PN = (S2(2),S4(2), . . . ,S2ς(2))�.

Thus, it follows that Proposition 4.8 extends to k = 2 in the sense that the spectral 
moment Sd(β) =

∑ς
i=1 2μi(2)σd

i of the pseudo-characteristic function equals Sd(2), for 
d even and d ≤ 2ς (and note that both equal 0 for d odd).

Proposition 6.1. Let G be a graph and d be even with d ≤ 2ς. Then the number of 
parity-closed walks in G equals Pd =

∑ς
i=1 2μi(2)σd

i .

Because Pd = 2−|E|∑
π∈Π Sd(Gπ) by Theorem 3.1, we will next show that the multi-

plicity μi(2) is the average multiplicity of ±|σi| over all signed graphs on G, and obtain 
the following theorem.

Theorem 6.2. The pseudo-characteristic function β(λ) is the geometric mean of the char-
acteristic polynomials of all signed graphs with underlying graph G, i.e.,

β(λ) =
∏
π∈Π

φπ(λ)2
−|E|

.

Moreover, β(λ) is the characteristic polynomial of G if and only if G is a forest.

Proof. Note first that |σi| and −|σi| have the same average multiplicity over all signed 
graphs as sign functions π and −π give opposite eigenvalues. Let μi then be the average 
multiplicity of ±|σi| over all signed graphs on G and let μ be the corresponding vector. 
Because Pd = 2−|E|∑

π∈Π Sd(Gπ) by Theorem 3.1, it is clear that PN = 2Mμ. Because 
2Mμ(2) = S(2) = PN and M is invertible, it follows that μ = μ(2).

Now it follows that β(λ)2|E| is a monic polynomial with the same spectral moments 
as 
∏

π∈Π φπ(λ). From Newton’s identities, also known as the Girard-Newton formulae, it 
is known that a monic polynomial is determined by its spectral moments [12,23], which 
finishes the proof of the main statement.

We are left to determine when β(λ) is the characteristic polynomial φ(G) of G. 
Note first that if G is a forest, then φπ(λ) = φ(G) for all π ∈ Π, and hence 

β(λ) =
∏

π∈Π φπ(λ)2
−|E|

= φ(G).
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On the other hand, if β(λ) = φ(G), then their spectral moments are the same, hence 
Pd = Sd(G) for every d, which implies that every closed walk is a parity-closed walk. 
But then G cannot have cycles, so it is a forest.

Thus, β(λ) = φ(G) if and only if G is a forest. �
Corollary 6.3. Let G be a cycle. Then β(λ) = φ(λ2 − 2) 1

2 .

Proof. A signed cycle (Cn, π) is called positive (resp. negative) if the product of signs 
of all edges of (Cn, π) is positive (resp. negative). Note that all positive (resp. negative) 
cycles are switching equivalent. We use φ+(λ) and φ−(λ) to denote the characteristic 
polynomial of a positive and negative cycle, respectively. It is known that φ+(λ) =∏n

i=1(λ − 2 cos 2iπ
n ) [9, p. 72] and φ−(λ) =

∏n
i=1(λ − 2 cos (2i−1)π

n ) [14, Lemma 2.3]. 
From Theorem 6.2, we have

β2(λ) = φ+(λ)φ−(λ) =
2n∏
i=1

(λ− 2 cos iπ
n ) =

n∏
i=1

(λ2 − 4 cos2 iπ
n )

=
n∏

i=1
(λ2 − 2 − 2 cos 2iπ

n ) = φ(λ2 − 2),

where we have used the well-known identities cos θ = − cos(θ − π) and 2 cos2 θ = 1 +
cos 2θ. �

For example, β(λ) = (λ2 − 1)(λ2 − 4) 1
2 for G = C3, and note that this is not a 

polynomial. In fact, when G is connected, but not a tree, then β(λ) is not a polynomial 
because the multiplicity of the spectral radius is not an integer. Indeed, note that if G
is connected, then its spectral radius has multiplicity 1, and hence Gπ has at most one 
eigenvalue ρ(G) for all sign functions π. If G is not a tree, then there is a sign function 
π such that Gπ is not switching equivalent to G+ and hence, by Lemma 2.6, Gπ does 
not have eigenvalue ρ(G). Thus, the average multiplicity of eigenvalue ρ(G) over all sign 
functions is less than 1, and hence β(λ) is not a polynomial. In the next section, we will 
make this more precise and determine the multiplicity of ρ(G) as a root of β.

From the arithmetic-geometric mean inequality, we can get an inequality between the 
matching polynomial α(λ) and the pseudo-characteristic function β(λ) of G.

Corollary 6.4. Let λ0 be a real number such that φπ(λ0) ≥ 0 for all π ∈ Π. Then α(λ0) ≥
β(λ0), with equality if and only if φπ(λ0) is constant over all π ∈ Π.

Godsil and Gutman [18] showed that the matching polynomials α of some standard 
graphs can be expressed in terms of some classical orthogonal polynomials. For example 
αCn

(λ) = 2Tn(λ/2), where Tn is a Chebyshev polynomial of the first kind. For the 
complete graphs Kn, they obtained that αKn

(λ) = Hen(λ), where Hen denotes the 
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probabilist’s Hermite polynomial. Thus, Corollary 6.4 implies that βKn
(λ0) ≤ Hen(λ0), 

for example.

7. The multiplicity of the spectral radius of a power hypergraph

Let nρ(G(k)) be the total multiplicity of eigenvalues of the power hypergraph G(k)

whose modulus is equal to the spectral radius ρ(G(k)). We note that it follows from 
Theorem 5.1 that this number is k times the multiplicity of the spectral radius.

Lemma 7.1. Let k ≥ 3 and let G be a connected graph. Then

nρ(G(k)) = 2|E|−|V |k|E|(k−3)+|V | lim
�→∞

P2�

ρ(G)2� .

Proof. It is known that the spectral radius of a power hypergraph G(k) is a positive 
number and ρ(G(k))k = ρ(G)2 [30] (this follows also from Lemmas 2.4 and 2.6). Since the 
	k-th order spectral moment S�k(G(k)) is the sum of the 	k-th powers of all eigenvalues 
of a power hypergraph G(k), it follows that

nρ(G(k)) = lim
�→∞

S�k(G(k))
ρ(G(k))�k

= lim
�→∞

S�k(G(k))
ρ(G)2� .

By Proposition 4.8, we then have

nρ(G(k)) = lim
�→∞

∑
Ĝ∈G(�) lG(Ĝ)p2�(Ĝ)

ρ(G)2� , (7.1)

where lG(Ĝ) = 2|E(Ĝ)|−|V (Ĝ)|(k − 1)|V (G(k))|−|V (Ĝ(k))|k|E(Ĝ)|(k−3)+|V (Ĝ)|NG(Ĝ). We 
claim that in the summation over G(	), only G itself contributes to the limit in (7.1). 
Indeed, for any graph H ∈ G(	) with H �= G, let H(	) be the set of connected subgraphs 
(motifs) of the graph H with at most 	 edges. By (7.1), we have

nρ(H(k)) = lim
�→∞

∑
Ĝ∈H(�) lH(Ĝ)p2�(Ĝ)

ρ(H)2� ,

which implies that

lim
�→∞

∑
Ĝ∈H(�) lH(Ĝ)p2�(Ĝ)

ρ(G)2� = 0,

because ρ(H) < ρ(G).
Note that lH(Ĝ)p2�(Ĝ) ≥ 0 and lH(Ĝ) > 0 for any Ĝ ∈ H(	) and any H ∈ G(	)

(H �= G), hence it follows that
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lim
�→∞

p2�(Ĝ)
ρ(G)2� = 0

for any Ĝ ∈ G(	) with Ĝ �= G. By (7.1), we thus have

nρ(G(k)) = 2|E|−|V |k|E|(k−3)+|V | lim
�→∞

p2�(G)
ρ(G)2�

= 2|E|−|V |k|E|(k−3)+|V | lim
�→∞

∑
Ĝ∈G(�) p2�(Ĝ)NG(Ĝ)

ρ(G)2�

= 2|E|−|V |k|E|(k−3)+|V | lim
�→∞

P2�

ρ(G)2� . �
From Theorem 3.1, we have that P2� = 2−|E|∑

π∈Π S2�(Gπ). Using Lemma 2.6 about 
the spectral radius of signed graphs, we obtain lim�→∞

P2�
ρ(G)2� and determine the multi-

plicity of the spectral radius of G(k).

Theorem 7.2. For a connected graph G and k ≥ 3, the multiplicity of the spectral radius 
of G(k) is k|E|(k−3)+|V |−1.

Proof. From Theorem 3.1 and Lemma 7.1, we have that

nρ(G(k)) = 2−|V |k|E|(k−3)+|V | lim
�→∞

∑
π∈Π Sd(Gπ)
ρ(G)2�

= 2−|V |k|E|(k−3)+|V | lim
�→∞

∑
π∈Π

∑
λπ∈σ(Gπ) λ

2�
π

ρ(G)2� , (7.2)

where σ(Gπ) is the spectrum of Gπ.
Let D be the set of all |V | × |V | diagonal matrices with diagonal entries ±1. Let Π+

and Π− denote the sets of sign functions π ∈ Π such that A(Gπ) = D−1A(G)D and 
Π+ = D−1 (−A(G))D for some D ∈ D, respectively. By Lemma 2.6, Π+ contains the 
sign functions for which Gπ has an eigenvalue ρ(G), and Π− contains the sign functions 
for which Gπ has an eigenvalue −ρ(G).

We observe that since G is connected, D−1A(G)D = A(G) implies that D = I or 
D = −I. This implies that there is a two-one correspondence between D and Π+ and 
similarly between D and Π−. Thus,

|Π+| = |Π−| = |D|
2 = 2|V |−1.

From Lemma 2.6, we now have that

lim
∑

π∈Π
∑

λπ∈σ(Gπ) λ
2�
π

2� = lim
∑

π∈Π+
ρ(Gπ)2� +

∑
π∈Π−

(−ρ(Gπ))2�
2�
�→∞ ρ(G) �→∞ ρ(G)
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= |Π+| + |Π−| = 2|V |

(note that it is not relevant whether G is bipartite, in which case Π+ = Π−, or not). By 
(7.2), we thus have nρ(G(k)) = k|E|(k−3)+|V |, and hence the multiplicity of the spectral 
radius of the power hypergraph G(k) is k|E|(k−3)+|V |−1. �

As a corollary of the proof, we can also extend the above result to the case k = 2. 
Indeed, as Π+ contains all sign functions π such that Gπ has an eigenvalue ρ(G), each 
with multiplicity 1, and the multiplicity of the spectral radius ρ(G) as a root of β is 
the average multiplicity over all sign functions, it follows that this multiplicity equals 
2−|E||Π+|.

Proposition 7.3. For a connected graph G, the multiplicity of the spectral radius ρ(G) as 
a root of β is 2−|E|+|V |−1.

Consequently, we confirm our earlier observation that for a connected graph, β is a 
polynomial only for a tree.
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