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Abstract

A theta graph θr,p,q is the graph obtained by connecting two distinct vertices with

three internally disjoint paths of length r, p, q, where q ≥ p ≥ r ≥ 1 and p ≥ 2. A

graph is θr,p,q-free if it does not contain θr,p,q as a subgraph. The maximum spectral

radius of θ1,p,q-free graphs with given size has been determined for any q ≥ p ≥ 2.

Zhai, Lin and Shu [Spectral extrema of graphs with fixed size: cycles and complete

bipartite graphs, European J. Combin. 95 (2021) 103322] characterized the extremal

graph with the maximum spectral radius of θ2,2,2-free graphs having m edges. In this

paper, we determine the maximum spectral radius of θ2,2,3-free graphs with size m

and characterize the extremal graph.

Keywords: Spectral radius; F -free graphs; Theta graph; Brualdi-Hoffman-Turán

problem
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1 Introduction

Let G be an undirected simple graph with vertex set V (G) and edge set E(G), where

n := |G| = |V (G)| and m := e(G) = |E(G)| are the order and the size of G, respectively.

The adjacency matrix of a connected graph G is defined as A(G) = (au,v)n×n where au,v = 1

if uv ∈ E(G) and au,v = 0 otherwise. The spectral radius λ(G) of G is the largest eigenvalue

of A(G). Given two vertex-disjoint graphs G and H, denote G∪H = (V (G)∪V (H), E(G)∪
E(H)). Let G ∨H be the graph obtained from G ∪H by joining each vertex of G to each

vertex of H. As usual, let Pn, Cn, K1,n−1 and Kn be the path, the cycle, the star and
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the complete graph on n vertices, respectively. Let K1,n−1 + e be the graph obtained from

K1,n−1 by adding one edge within its independent set and Kn−e be a graph obtained from

Kn by deleting any one edge.

Given a graph F , a graph G is said to be F -free if it does not contain F as a subgraph.

Let G(m,F ) denote the set of F -free graphs with m edges and without isolated vertices.

The Brualdi-Hoffman-Turán type problem [3] is to determine the maximum spectral radius

of F -free graphs with given size. This problem has attracted wide attention recently, see

[6, 7, 10, 11, 12, 16, 17].

A theta graph, say θr,p,q, is the graph obtained by connecting two distinct vertices

with three internally disjoint paths of length r, p, q, where q ≥ p ≥ r ≥ 1 and p ≥ 2.

About θr,p,q-free graphs, the Brualdi-Hoffman-Turán type problem has been determined

completely for r = 1. First, Sun et al. [14] confirmed the graphs having the largest

spectral radius among all θ1,2,3-free and θ1,2,4-free graphs with odd size, respectively. Fang

and You [4] characterized the extremal graph with maximum spectral radius of θ1,2,3-free

graphs with even size. Liu and Wang [8] characterized the extremal graph with maximum

spectral radius of θ1,2,4-free graphs with even size. Later, Lu et al. [9] characterized the

extremal graph with the largest spectral radius of θ1,2,5-free graphs. For q ≥ 5, Li et al. [7]

determined the largest spectral radius of θ1,2,q-free graphs. Recently, Gao and Li [5] gave

the largest spectral radius of θ1,3,3-free graphs. For q ≥ p ≥ 3 and p + q ≥ 7, Li et al. [6]

obtained the largest spectral radius of θ1,p,q-free graphs. In the same paper, they proposed

a problem about θr,p,q-free graphs where q ≥ p ≥ r ≥ 2.

Problem 1.1 [6] How can we characterize the graphs among G(m, θr,p,q) having the largest

spectral radius for q ≥ p ≥ r ≥ 2?

For r = p = q = 2, we have θ2,2,2 ∼= K2,3. Zhai et al. [17] determined the extremal graph

for K2,r-free graphs with r ≥ 3.

Theorem 1.2 [17] If G ∈ G(m,K2,r+1) with r ≥ 2 and m ≥ 16r2, then λ(G) ≤
√
m, and

equality holds if and only if G is a star.

In this paper, we give an upper bound of the spectral radius of θ2,2,3-free graphs and

characterize the unique graph with the maximum spectral radius among G(m, θ2,2,3).

Theorem 1.3 Let G ∈ G(m, θ2,2,3) with m ≥ 57. Then λ(G) ≤ 1+
√
4m−3
2

and equality

holds if and only if G ∼= K2 ∨ m−1
2
K1.

Note that C5 is a subgraph of θ2,2,3. It is easy to have G(m,C5) ⊆ G(m, θ2,2,3). Therefore,

when m is large, by Theorem 1.3, we can imply the following result which was obtained

by Zhai et al. [17].
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Theorem 1.4 [17] If G ∈ G(m,C5) with m ≥ 8. Then λ(G) ≤ 1+
√
4m−3
2

and equality holds

if and only if G ∼= K2 ∨ m−1
2
K1.

2 Preliminaries

At the beginning of this section, we give some notations and terminology. Readers

are referred to [1] and [2]. For any vertex v ∈ V (G), we denote by N(v) or NG(v) the

neighborhood set of v in G and N [v] = N(v) ∪ {v}. Let d(v) or dG(v) be the degree of a

vertex v in G. For any two subsets X, Y ⊆ V (G), we denote NX(Y ) = ∪v∈YN(v)∩X. Let

e(X, Y ) denote the number of all edges of G with one end vertex in X and the other in Y .

Particularly, let e(X) := e(X,X). Denote by G[X] the subgraph of G induced by X.

For a matrix (or vector) A, A > 0(≥ 0) means that all its entries are positive (nonneg-

ative). Here, we state the famous Perron-Frobenius theorem.

Lemma 2.1 (Perron-Frobenius Theorem) [2] Let A ≥ 0 be an irreducible symmet-

ric matrix. Then the largest eigenvalue λ(A) of A is a real number, and the entries of

eigenvector corresponding to λ(A) are all positive.

Note that A(G) is irreducible and nonnegative for a connected graph G. By Lemma

2.1, there exists a unique positive unit eigenvector x corresponding to λ(G), which is called

Perron vector of G. Let x be the Perron vector of G with coordinate xv corresponding to the

vertex v ∈ V (G). A vertex u∗ is said to be an extremal vertex if xu∗ = max{xu|u ∈ V (G)}.
A cut vertex of a graph is a vertex whose deletion increases the number of components.

A graph is called 2-connected, if it is a connected graph without cut vertices.

Lemma 2.2 [17] Let G be a graph in G(m,F ) with the maximum spectral radius. If F is

a 2-connected graph and u∗ is an extremal vertex of G, then G is connected and d(u) ≥ 2

for any u ∈ V (G) \N [u∗].

The following result is about the largest spectral radius of triangle-free graphs which

will be used in the subsequent section.

Lemma 2.3 [10, 13] Let G be a graph with m edges. If G is triangle-free, then λ(G) ≤
√
m. Equality holds if and only if G is a complete bipartite graph.

3 Proof of Theorem 1.3

Let G∗ be the extremal graph with the maximum spectral radius among all graphs

in G(m, θ2,2,3). For convenience, denote λ = λ(G∗). By Lemma 2.2, we know that G∗ is
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connected. In the view of Lemma 2.1, there is the Perron vector x in G∗. Let u∗ be the

extremal vertex of G∗. Note that K2 ∨ m−1
2
K1 is θ2,2,3-free, we have

λ ≥ λ

(
K2 ∨

m− 1

2
K1

)
=

1 +
√

4m− 3

2
.

Denote U = NG∗(u
∗) and W = V (G∗)\NG∗ [u

∗]. Let U0 be the set of all isolated vertices in

the induced subgraph G∗[U ] and U+ = U \U0 be the set of all vertices with degree at least

one inG∗[U ]. LetWH = NW (V (H)) for any subgraphH ofG∗[U ]. Since λ(G∗)x = A(G∗)x,

we have

λxu∗ =
∑
u∈U

xu =
∑
u∈U+

xu +
∑
u∈U0

xu.

Furthermore, we also have λ2(G∗)x = A2(G∗)x. It follows that

λ2xu∗ = |U |xu∗ +
∑
u∈U+

dU(u)xu +
∑
w∈W

dU(w)xw.

Therefore,

(λ2 − λ)xu∗ = |U |xu∗ +
∑
u∈U+

(dU(u)− 1)xu +
∑
w∈W

dU(w)xw −
∑
u∈U0

xu.

Recall that λ ≥ 1+
√
4m−3
2

. It is easy to get that λ2 − λ ≥ m− 1. Then

|U |xu∗ +
∑
u∈U+

(dU(u)− 1)xu +
∑
w∈W

dU(w)xw −
∑
u∈U0

xu ≥ (m− 1)xu∗ .

Since m = |U |+ e(U+) + e(U,W ) + e(W ), we have∑
u∈U+

(dU(u)− 1)
xu
xu∗

+
∑
w∈W

dU(w)
xw
xu∗
≥ e(U+) + e(U,W ) + e(W ) +

∑
u∈U0

xu
xu∗
− 1. (1)

Let H be the set of all non-trivial components in G∗[U ]. Note that G∗ is θ2,2,3-free. This

implies that G∗[U ] contains no double star S1,2, which is a tree with a central edge uv, 1

leaf connected to u and 2 leaves connected to v. It follows that every element H in H is

K1,r where r ≥ 1, K1,3 + e, K4 − e, K4, Pk where k ≥ 4 or Cl where l ≥ 3.

Lemma 3.1 Let H be a component of G∗[U ] which contains a cycle of length at least four.

If WH 6= ∅, then dU(w) ≤ 2 for any w ∈ WH .

Proof. Assume that dU(w0) ≥ 3 for some w0 ∈ WH . Let Cl be the cycle of H where l ≥ 4.

We have V (Cl) = V (H). Since w0 ∈ WH , without loss of generality, suppose w0 ∈ NW (u1)

where u1 ∈ V (Cl). Note that dU(w0) ≥ 3. Suppose u2, u3 ∈ NU(w0). Since l ≥ 4, there

is at least a vertex ui ∈ {u1, u2, u3} such that ui has a neighbor u4 ∈ V (Cl) different from
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{u1, u2, u3}. Hence G∗[{u∗, u1, u2, u3, u4, w0}] contains a θ2,2,3, which is a contradiction. We

complete the proof. �

Let W0 = {w ∈ W |dW (w) = 0}. By Lemma 3.1, if w ∈ W0 ∪NW (Cl) where l ≥ 4, then

d(w) ≤ 2.

Lemma 3.2 G∗[U ] contains no any cycle of length at least four.

Proof. Suppose that G∗[U ] contains Cl where l ≥ 4. Let H′ be the family of components

of G∗[U ] each of which contains cycle of length at least four as a subgraph, then H \H′ is

the family of other components of G∗[U ] each of which is K1,r where r ≥ 1, K1,3 + e, Pk

where k ≥ 4, C3. Therefore, for each H ∈ H \ H′, we have e(H) ≤ |H|. It is clear that∑
u∈V (H)

(dH(u)− 1)xu ≤ (2e(H)− |H|)xu∗ ≤ e(H)xu∗ .

For any H ∈ H′, H is K4 − e, K4 or Cl where l ≥ 4. In the following, we consider the two

cases.

Case 1. WH = ∅.
If H ∼= Cl = u1u2 · · ·ulu1 where l ≥ 4, we have

λxu1 = xul + xu2 + xu∗ ,

λxu2 = xu1 + xu3 + xu∗ ,
...

λxul = xul−1
+ xu1 + xu∗ .

Then λ(xu1 + xu2 + · · ·+ xul) = 2(xu1 + xu2 + · · ·+ xul) + lxu∗ . Therefore,

∑
u∈V (H)

(dH(u)− 1)xu =
l∑

i=1

xui =
l

λ− 2
xu∗ .

Since m ≥ 57, we have λ ≥ 8. Hence∑
u∈V (H)

(dH(u)− 1)
xu
xu∗

< (e(H)− 1).

IfH ∼= K4 orK4−e, suppose V (H) = {u1, u2, u3, u4}. For any vertex ui ∈ {u1, u2, u3, u4},
we have dH(ui) ≤ 3. Therefore, λxui ≤ xu∗ + 3xu∗ = 4xu∗ . It follows that xui ≤ 4

λ
xu∗ for

any i ∈ {1, 2, 3, 4}. Hence, according to λ ≥ 8, we have

∑
u∈V (H)

(dH(u)− 1)xu = 2
4∑
i=1

xui ≤
32

λ
xu∗ ≤ 4xu∗ < (e(H)− 1)xu∗
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for H ∼= K4, and

∑
u∈V (H)

(dH(u)− 1)xu < 2
4∑
i=1

xui ≤
32

λ
xu∗ ≤ 4xu∗ = (e(H)− 1)xu∗

for H ∼= K4 − e. So
∑

u∈V (H)(dH(u)− 1) xu
xu∗

< (e(H)− 1) when WH = ∅.
Case 2. WH 6= ∅.
If H ∼= Cl = u1u2 · · ·ulu1 where l ≥ 4, then

λxu1 = xul + xu2 + xu∗ +
∑

w∈NW (u1)
xw,

λxu2 = xu1 + xu3 + xu∗ +
∑

w∈NW (u2)
xw,

...

λxul = xul−1
+ xu1 + xu∗ +

∑
w∈NW (ul)

xw,

we have

λ(xu1 + xu2 + · · ·+ xul) = lxu∗ + 2(xu1 + xu2 + · · ·+ xul) +
l∑

i=1

∑
w∈NW (ui)

xw.

That is,

xu1 + xu2 + · · ·+ xul =
l

λ− 2
xu∗ +

1

λ− 2

∑
u∈V (H)

∑
w∈NW (u)

xw.

Thus, by λ ≥ 8, we obtain∑
u∈V (H)

(dH(u)− 1)
xu
xu∗

=
xu1 + xu2 + · · ·+ xul

xu∗

=
l

λ− 2
+

1

λ− 2

∑
u∈V (H)

∑
w∈NW (u)

xw
xu∗

< e(H)− 1 +
1

λ− 2

∑
u∈V (H)

∑
w∈NW (u)

xw
xu∗

.

If H ∼= K4− e, then let V (H) = {u1, u2, u3, u4}. Without loss of generality, we suppose

that dH(u2) = dH(u4) = 3. Then
λxu1 = xu2 + xu4 + xu∗ +

∑
w∈NW (u1)

xw,

λxu2 = xu1 + xu3 + xu4 + xu∗ +
∑

w∈NW (u2)
xw,

λxu3 = xu2 + xu4 + xu∗ +
∑

w∈NW (u3)
xw,

λxu4 = xu1 + xu2 + xu3 + xu∗ +
∑

w∈NW (u4)
xw,
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we have

λ(xu1 + xu2 + xu3 + xu4) = 4xu∗ + 2(xu1 + xu2 + xu3 + xu4) + xu2 + xu4 +
4∑
i=1

∑
w∈NW (ui)

xw

≤ 6xu∗ + 2(xu1 + xu2 + xu3 + xu4) +
4∑
i=1

∑
w∈NW (ui)

xw.

That is,

xu1 + xu2 + xu3 + xu4 ≤
6

λ− 2
xu∗ +

1

λ− 2

∑
u∈V (H)

∑
w∈NW (u)

xw.

Note that λ ≥ 8. It follows that∑
u∈V (H)

(dH(u)− 1)
xu
xu∗

=
xu1 + 2xu2 + xu3 + 2xu4

xu∗

≤ 2 +
6

λ− 2
+

1

λ− 2

∑
u∈V (H)

∑
w∈NW (u)

xw
xu∗

< e(H)− 1 +
1

λ− 2

∑
u∈V (H)

∑
w∈NW (u)

xw
xu∗

.

If H ∼= K4 with V (H) = {u1, u2, u3, u4}, we have dH(ui) = 3 for any i ∈ {1, 2, 3, 4}.
Therefore, 

λxu1 ≤ 3xu∗ + xu∗ +
∑

w∈NW (u1)
xw,

λxu2 ≤ 3xu∗ + xu∗ +
∑

w∈NW (u2)
xw,

λxu3 ≤ 3xu∗ + xu∗ +
∑

w∈NW (u3)
xw,

λxu4 ≤ 3xu∗ + xu∗ +
∑

w∈NW (u4)
xw,

we have

λ(xu1 + xu2 + xu3 + xu4) ≤ 16xu∗ +
4∑
i=1

∑
w∈NW (ui)

xw.

Thus, ∑
u∈V (H)

(dH(u)− 1)
xu
xu∗

=
2(xu1 + xu2 + xu3 + xu4)

xu∗

≤ 32

λ
+

2

λ

∑
u∈V (H)

∑
w∈NW (u)

xw
xu∗

.
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Since λ ≥ 8, we obtain∑
u∈V (H)

(dH(u)− 1)
xu
xu∗

< e(H)− 1 +
2

λ

∑
u∈V (H)

∑
w∈NW (u)

xw
xu∗

.

It is easy to get 2
λ
≥ 1

λ−2 for λ ≥ 8. Then
∑

u∈V (H)(dH(u) − 1) xu
xu∗

< e(H) − 1 +
2
λ

∑
u∈V (H)

∑
w∈NW (u)

xw
xu∗

for each H ∈ H′. Thus,

∑
u∈U+

(dU(u)− 1)
xu
xu∗

=
∑

H∈H\H′

 ∑
u∈V (H)

(dH(u)− 1)
xu
xu∗

+
∑
H∈H′

 ∑
u∈V (H)

(dH(u)− 1)
xu
xu∗


<

∑
H∈H\H′

e(H) +
∑
H∈H′

(e(H)− 1) +
∑
H∈H′

2

λ

∑
u∈V (H)

∑
w∈NW (u)

xw
xu∗

≤ e(U+)− |H′|+ 2

λ

∑
w∈∪H∈H′WH

dU(w)
xw
xu∗

.

Let W1 = ∪H∈H′WH ∩W0. By Lemma 3.1, we have dU(w) ≤ 2 for any w ∈ WH where

H ∈ H′ and d(w) ≤ 2 for any w ∈ W1. Therefore, for w ∈ W1, we get λxw ≤ 2xu∗ . That

is, xw ≤ 2
λ
xu∗ for any w ∈ W1. This implies that∑

u∈U+

(dU(u)− 1)
xu
xu∗

+
∑
w∈W

dU(w)
xw
xu∗

< e(U+)− |H′|+ 2

λ
· 2

∑
w∈

⋃
H∈H′ WH

xw
xu∗

+ 2
∑
w∈W1

xw
xu∗

+
∑

w∈W\W1

dU(w)
xw
xu∗

= e(U+)− |H′|+ 4

λ

∑
w∈W1

xw
xu∗

+
4

λ

∑
w∈∪H∈H′WH\W1

xw
xu∗

+ 2
∑
w∈W1

xw
xu∗

+
∑

w∈W\W1

dU(w)
xw
xu∗

≤ e(U+)− |H′|+
(

4

λ
+ 2

)
· 2

λ
e(U,W1) +

4

λ

∑
w∈∪H∈H′WH\W1

dW (w)
xw
xu∗

+ e(U,W \W1)

≤ e(U+)− |H′|+ 8 + 4λ

λ2
e(U,W1) +

8

λ
e(W ) + e(U,W \W1).

Since λ ≥ 8, we have 8+4λ
λ2

< 1 and 8
λ
≤ 1. Then∑

u∈U+

(dU(u)− 1)
xu
xu∗

+
∑
w∈W

dU(w)
xw
xu∗

< e(U+)− 1 + e(U,W1) + e(W ) + e(U,W \W1)

= e(U+)− 1 + e(U,W ) + e(W ),

which contradicts with (1). This completes the proof. �

By Lemma 3.2, we obtain that every non-trivial component of G∗[U ] is K1,r where

r ≥ 1, K1,3 + e, Pk where k ≥ 4 or C3.
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Lemma 3.3 e(W ) = 0.

Proof. If W = ∅, then e(W ) = 0, as desired. So we consider W 6= ∅ in the following.

Suppose to the contrary that e(W ) ≥ 1. Since every non-trivial component of G∗[U ] is a

tree or a unicyclic graph, we have e(U+) ≤ |U+|. By inequality (1), we get

e(W ) ≤
∑
u∈U+

(dU(u)− 1)
xu
xu∗

+
∑
w∈W

dU(w)
xw
xu∗
− e(U+)− e(U,W )−

∑
u∈U0

xu
xu∗

+ 1

≤ 2e(U+)− |U+|+ e(U,W )− e(U+)− e(U,W ) + 1

≤ 1.

So e(W ) = 1 and xw = xu∗ for any w ∈ W satisfying dU(w) ≥ 1. Let E(W ) = {w1w2}. By

Lemma 2.2, we know that d(w1) ≥ 2 and d(w2) ≥ 2. This implies that dU(w1) ≥ 1

and dU(w2) ≥ 1. It follows that xw1 = xw2 = xu∗ . Since G∗ is θ2,2,3-free, we have

dU(w1) + dU(w2) ≤ 4. Otherwise, there is a vertex wi ∈ {w1, w2} such that dU(wi) ≥
3. Without loss of generality, suppose wi = w1. Let u1, u2, u3 ∈ NU(w1). Note that

dU(w2) ≥ 1. Let u4 ∈ NU(w2). Then there are at least two vertices of {u1, u2, u3} which

are different from u4. Assume that u1 and u2 are different from u4. We can find that

G∗[{u∗, u1, u2, u4, w1, w2}] contains a θ2,2,3, a contradiction. Therefore,

2λxu∗ = λxw1 + λxw2

= xw2 +
∑

u∈NU (w1)

xu + xw1 +
∑

u∈NU (w2)

xu

≤ xu∗ + 4xu∗ + xu∗

= 6xu∗ .

It yields that λ ≤ 3, a contradiction. This completes the proof. �

From now on, if WH = ∅, we denote
∑

w∈NW (u) xw = 0 for any u ∈ V (H).

Lemma 3.4 For any H ∈ H, we have H � K1,3 + e.

Proof. Suppose that there is a component H ∈ H such that H ∼= K1,3 + e. Let

V (H) = {u1, u2, u3, u4} with dH(u1) = 3 and dH(u4) = 1. We first prove that dU(w) ≤ 2

for any vertex w ∈ WH if WH 6= ∅. Otherwise, there is a vertex w0 ∈ WH such that

dU(w0) ≥ 3. Since w0 ∈ WH , we can see that w0 ∈ NW (ui) for some i ∈ {1, 2, 3, 4}.
Note that dU(w0) ≥ 3. Suppose v1, v2 ∈ NU(w0) \ {ui}. If i = 1, then at least one

vertex uj ∈ {u2, u3, u4} is different from v1 and v2. Therefore, u∗v1w0, u
∗v2w0, u

∗ujuiw0

are three internally disjoint paths of length 2,2,3 between u∗ and w0, a contradiction. So

w0 /∈ NW (u1). Then u∗v1w0, u
∗v2w0, u

∗u1uiw0 are three internally disjoint paths of length
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2,2,3 between u∗ and w0, a contradiction. Thus, dU(w) ≤ 2 for any vertex w ∈ WH . By

Lemmas 2.2 and 3.3, we have d(w) = 2 for any vertex w ∈ WH . Therefore, λxw ≤ 2xu∗ .

That is, xw ≤ 2
λ
xu∗ for any vertex w ∈ WH . According to λx = A(G∗)x, we obtain

λxu1 = xu2 + xu3 + xu4 + xu∗ +
∑

w∈NW (u1)
xw,

λxu2 = xu1 + xu3 + xu∗ +
∑

w∈NW (u2)
xw,

λxu3 = xu1 + xu2 + xu∗ +
∑

w∈NW (u3)
xw.

Thus,

(λ− 2)(xu1 + xu2 + xu3) = 3xu∗ + xu4 +
3∑
i=1

∑
w∈NW (ui)

xw.

By λ ≥ 8, we have

xu1 + xu2 + xu3 ≤
4xu∗

λ− 2
+

1

λ− 2

3∑
i=1

∑
w∈NW (ui)

xw

< (e(H)− 2)xu∗ +
1

λ− 2

3∑
i=1

∑
w∈NW (ui)

xw.

Recall that xw ≤ 2
λ
xu∗ for any vertex w ∈ WH . We conclude that∑

u∈V (H)

(dH(u)− 1)
xu
xu∗

=
2xu1 + xu2 + xu3

xu∗

< 1 + e(H)− 2 +
1

λ− 2
· 2

λ
e(H,WH)

= e(H)− 1 +
2

λ(λ− 2)
e(H,WH).

Hence,∑
u∈U+

(dU(u)− 1)
xu
xu∗

+
∑
w∈W

dU(w)
xw
xu∗

=
∑

u∈U+\V (H)

(dU(u)− 1)
xu
xu∗

+
∑

u∈V (H)

(dU(u)− 1)
xu
xu∗

+
∑
w∈WH

dU(w)
xw
xu∗

+
∑

w∈W\WH

dU(w)
xw
xu∗

< e(U+ \ V (H)) + e(H)− 1 +
2

λ(λ− 2)
e(H,WH) +

2

λ
e(U,WH) + e(U,W \WH)

≤ e(U+)− 1 +
2λ− 2

λ(λ− 2)
e(U,WH) + e(U,W \WH)

≤ e(U+)− 1 + e(U,W ).

This is a contradiction. We complete the proof. �
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Lemma 3.5 For any H ∈ H, we have H � C3.

Proof. Suppose to the contrary that there is a component H ∈ H such that H ∼= C3.

Let V (H) = {u1, u2, u3}. If WH 6= ∅, we have dU(w) ≤ 3 for any w ∈ WH . Otherwise,

there is a vertex w0 ∈ WH satisfying dU(w0) ≥ 4. Without loss of generality, assume

w0 ∈ NW (u1). Note that |V (H)| = 3. Suppose that v ∈ NU(w0) is different from u1, u2, u3.

Since dU(w0) ≥ 4, there is another vertex v′ ∈ NU(w0) \ {u1, v}. Then at least one of u2

and u3 is different from v′. Suppose that u2 is different from v′. It is easy to find that

u∗vw0, u
∗v′w0, u

∗u2u1w0 are three internally disjoint paths of length 2,2,3, a contradiction.

By Lemma 3.3, we obtain λxw ≤ 3xu∗ for any vertex w ∈ WH . Since
λxu1 = xu2 + xu3 + xu∗ +

∑
w∈NW (u1)

xw,

λxu2 = xu1 + xu3 + xu∗ +
∑

w∈NW (u2)
xw,

λxu3 = xu1 + xu2 + xu∗ +
∑

w∈NW (u3)
xw,

we get

(λ− 2)(xu1 + xu2 + xu3) = 3xu∗ +
3∑
i=1

∑
w∈NW (ui)

xw.

Recall that λ ≥ 8. It follows that

xu1 + xu2 + xu3 =
3xu∗

λ− 2
+

1

λ− 2

3∑
i=1

∑
w∈NW (ui)

xw

< (e(H)− 1)xu∗ +
1

λ− 2

3∑
i=1

∑
w∈NW (ui)

xw.

Since xw ≤ 3
λ
xu∗ for any vertex w ∈ WH , we obtain∑

u∈V (H)

(dH(u)− 1)
xu
xu∗

=
xu1 + xu2 + xu3

xu∗

< e(H)− 1 +
1

λ− 2
· 3

λ
e(H,WH)

= e(H)− 1 +
3

λ(λ− 2)
e(H,WH).

Hence,∑
u∈U+

(dU(u)− 1)
xu
xu∗

+
∑
w∈W

dU(w)
xw
xu∗

=
∑

u∈U+\V (H)

(dU(u)− 1)
xu
xu∗

+
∑

u∈V (H)

(dU(u)− 1)
xu
xu∗

+
∑
w∈WH

dU(w)
xw
xu∗

+
∑

w∈W\WH

dU(w)
xw
xu∗
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< e(U+ \ V (H)) + e(H)− 1 +
3

λ(λ− 2)
e(H,WH) +

3

λ
e(U,WH) + e(U,W \WH)

≤ e(U+)− 1 +
3λ− 3

λ(λ− 2)
e(U,WH) + e(U,W \WH)

≤ e(U+)− 1 + e(U,W ).

This is a contradiction. We complete the proof. �

Lemma 3.6 For any H ∈ H, we have H � Pk where k ≥ 4.

Proof. Let Pk = u1u2 · · ·uk where k ≥ 4. If WH 6= ∅, we show that dU(w) ≤ 2 for any

w ∈ WH . Suppose that there exists a vertex w0 ∈ WH satisfying dU(w0) ≥ 3. Assume

v1, v2, v3 ∈ NU(w0). Since k ≥ 4, there is a vertex ui ∈ V (Pk) such that ui−1 ∈ NU(w0) or

ui+1 ∈ NU(w0) and ui /∈ {v1, v2, v3}. Without loss of generality, suppose ui−1 ∈ NU(w0).

Then at least two vertices of v1, v2, v3 are different from ui−1. Suppose the two vertices

are v1, v2. It follows that u∗v1w0, u
∗v2w0, u

∗uiui−1w0 are three internally disjoint paths of

length 2,2,3, a contradiction. Therefore, dU(w) ≤ 2 for any w ∈ WH . By Lemma 3.3, we

have d(w) ≤ 2 for any w ∈ WH . This implies that λxw ≤ 2xu∗ for any w ∈ WH . By

λxu2 = xu1 + xu3 + xu∗ +
∑

w∈NW (u2)
xw,

λxu3 = xu2 + xu4 + xu∗ +
∑

w∈NW (u3)
xw,

...

λxuk−1
= xuk−2

+ xuk + xu∗ +
∑

w∈NW (uk−1)
xw,

we have

λ(xu2 + xu3 + · · ·+ xuk−1
)

= (k − 2)xu∗ + xu1 + xu2 + 2(xu3 + · · ·+ xuk−2
) + xuk−1

+ xuk +
k−1∑
i=2

∑
w∈NW (ui)

xw

≤ 2(k − 2)xu∗ + xu2 + xu3 + · · ·+ xuk−1
+

k−1∑
i=2

∑
w∈NW (ui)

xw.

Note that λxw ≤ 2xu∗ for any w ∈ WH . We obtain

xu2 + xu3 + · · ·+ xuk−1
≤ 2(k − 2)

λ− 1
xu∗ +

1

λ− 1
· 2

λ
e(H,WH)xu∗

=
2(k − 2)

λ− 1
xu∗ +

2

λ(λ− 1)
e(H,WH)xu∗ .

By λ ≥ 8, we have∑
u∈V (H)

(dH(u)− 1)
xu
xu∗

=
xu2 + xu3 + · · ·+ xuk−1

xu∗

12



≤ 2(k − 2)

λ− 1
+

2

λ(λ− 1)
e(H,WH)

< e(H)− 1 +
2

λ(λ− 1)
e(H,WH).

Therefore,∑
u∈U+

(dU(u)− 1)
xu
xu∗

+
∑
w∈W

dU(w)
xw
xu∗

=
∑

u∈U+\V (H)

(dU(u)− 1)
xu
xu∗

+
∑

u∈V (H)

(dU(u)− 1)
xu
xu∗

+
∑
w∈WH

dU(w)
xw
xu∗

+
∑

w∈W\WH

dU(w)
xw
xu∗

< e(U+ \ V (H)) + e(H)− 1 +
2

λ(λ− 1)
e(H,WH) +

2

λ
e(U,WH) + e(U,W \WH)

≤ e(U+)− 1 +
2

λ− 1
e(U,WH) + e(U,W \WH)

≤ e(U+)− 1 + e(U,W ),

a contradiction. This completes the proof. �

According to Lemmas 3.2, 3.4, 3.5, 3.6, we get that every element H in H is K1,r where

r ≥ 1. Then e(H) = |H| − 1. This implies that∑
u∈U+

(dU(u)− 1)
xu
xu∗
≤
∑
H∈H

(2e(H)− |H|)

=
∑
H∈H

(e(H)− 1)

= e(U+)− |H|.

By (1) and
∑

w∈W dU(w) xw
xu∗
≤ e(U,W ), we have∑

u∈U+

(dU(u)− 1)
xu
xu∗
≥ e(U+) +

∑
u∈U0

xu
xu∗
− 1.

Combining with the two inequalities, we have |H| +
∑

u∈U0

xu
xu∗
≤ 1. Next we finish the

proof of Theorem 1.3.

Proof of Theorem 1.3. If |H| = 0, then G∗ is bipartite. By Lemma 2.3, we have λ ≤
√
m < 1+

√
4m−3
2

. This contradicts with λ ≥ 1+
√
4m−3
2

. So |H| = 1. It follows that U0 = ∅
due to xu > 0 for any u ∈ V (G∗) and xu = xu∗ for any u ∈ U satisfying dU(u) ≥ 2. That is,

G∗[U ] ∼= K1,r. If r = 1, then G∗[U ] contains an edge u0u1. We have λxu∗ = xu0 + xu1 and

λxu0 = xu∗+xu1+
∑

w∈Nw(u0)
xw. It yields that

∑
w∈Nw(u0)

xw = (λ+1)(xu0−xu∗) ≤ 0. Since∑
w∈Nw(u0)

xw ≥ 0, we obtain
∑

w∈Nw(u0)
xw = 0. That is, Nw(u0) = ∅. By Lemmas 2.2

and 3.3, we have W = ∅. Then m = 3, a contradiction. So r ≥ 2. Let U = {u0, u1, . . . , ur}
with the center u0. Because dU(u0) ≥ 2, we have xu0 = xu∗ . Since

λxu∗ = xu0 + xu1 + · · ·+ xur
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and

λxu0 = xu∗ + xu1 + · · ·+ xur +
∑

w∈Nw(u0)

xw,

we get
∑

w∈Nw(u0)
xw = 0. Thus, Nw(u0) = ∅. If r = 2, then we have N(w) = {u1, u2}

for any w ∈ W by Lemma 2.2. It follows that |W | ≤ 1. Otherwise there is a θ2,2,3,

contradiction. Therefore, m = e(G∗) = 7, a contradiction. This implies that r ≥ 3. If

W 6= ∅, we have d(w) ≤ 2 for any w ∈ W . Otherwise, suppose that u1, u2, u3 are three

neighbors of w0 ∈ W . Then u∗u1w0, u
∗u2w0, u

∗u0u3w0 are three internally disjoint paths

of length 2,2,3, a contradiction. Therefore, λxw ≤ 2xu∗ for any w ∈ W . It follows that∑
u∈U+

(dU(u)− 1)
xu
xu∗

+
∑
w∈W

dU(w)
xw
xu∗

≤ (e(U+)− 1) +
2

λ
e(U,W )

< e(U+)− 1 + e(U,W ),

a contradiction. Hence, W = ∅. This implies that G∗ ∼= K1 ∨K1,r with 2r + 1 = m. That

is, G∗ ∼= K2 ∨ m−1
2
K1. We complete the proof. �
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